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In this overview, modern multifrequency EPR spectroscopy, in particular at high magnetic fields, is
shown to provide detailed information about structure, motional dynamics, and spin chemistry of transi-
ent radicals and radical pairs occurring in photochemical reactions. Examples discussed comprise photo-
chemical reactions in liquid solution and light-initiated electron transfer processes both in biomimetic
donor–acceptor model systems in frozen solution or liquid crystals and in natural photosynthetic-reac-
tion-center protein complexes. The transient paramagnetic states exhibit characteristic electron polariza-
tion (CIDEP) effects. They contain valuable information about structure and dynamics of the transient
reaction intermediates. Moreover, they are exploited for signal enhancement. Continuous-wave (cw) and
pulsed versions of time-resolved high-field EPR spectroscopy, such as cw-transient-EPR (TREPR) and
pulsed-electron-spin-echo (ESE) experiments, are compared with respect to their advantages and limi-
tations for the specific system under study. For example, W-band (95-GHz) TREPR spectroscopy in con-
junction with a continuous-flow system for light-generated short-lived transient spin-polarized radicals of
organic photoinitiators in solution was performed with a time resolution of 10 ns. The increased Boltz-
mann polarization at high fields even allows detection of transient radicals without CIDEP effects.
This enables one to determine initial radical polarization contributions as well as radical-addition reac-
tion constants. Another example of the power of combined X-band and W-band TREPR spectroscopy is
given for the complex electron-transfer and spin dynamics of covalently linked porphyrin–quinone as
well asWatson–Crick base-paired porphyrin–dinitrobenzene donor–acceptor biomimetic model systems.
Furthermore, W-band ESE experiments on the spin-correlated coupled radical pair PCþ865QC�A in reaction
centers of the purple photosynthetic bacterium Rb. sphaeroides reveal details of distance and orientation
of the pair partners in their charge-separated transient state. The results are compared with those of the
ground-state P865 ACHTUNGTRENNUNGQA. The high orientation selectivity of high-field EPR provides single-crystal-like infor-
mation even from disordered frozen-solution samples. The examples given demonstrate that high-field
EPR adds substantially to the capability of AclassicalB spectroscopic and diffraction techniques for deter-
mining structure–dynamics–function relations of biochemical systems, since transient intermediates can
be observed in real time in their working states on biologically relevant time scales.

1. Introduction. – Hanns Fischer, to whoes memory this Special Issue is dedicated,
was among the first who performed EPR studies of short-lived transient intermediates
of chemical reactions [1] [2]. Specifically, he studied radical polymerization in organic
solvents by using a fast-flow system. This mixes the reactants just in front of the EPR
cavity and, thus, provides fresh sample volumes to be studied. Hanns Fischer quickly
embarked on the promising combination of EPR and photolysis to study the radicals
generated by intense irradiation with UV light while the liquid sample flows through
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the EPR cavity [3] [4]. He and his Ph.D. student Henning Paul characterized the tran-
sient radical intermediates of photochemical reactions of ketones in solution by their
hyperfine couplings and g factors, taking advantage of an improved flow system they
had constructed allowing for a much smaller consumption of chemicals. Fischer and
Paul were also among the first who observed electron-spin-polarization effects in the
EPR spectra of transient radicals in solution, i.e., enhanced absorption and emission
of certain hyperfine lines [5] [6]. They used their fast-flow system mixing two aqueous
solutions, one containing oxidizing H2O2, the other containing the reducing TiIII/EDTA
complex (EDTA=N,N’-ethane-1,2-diylbis[N-(carboxymethyl)glycine]) and the
organic substance RH (propanoic acid or butanoic acid) [5]. A few examples of
phase-inverted hyperfine lines had been previously observed when irradiating organic
liquids with energy-rich electrons [6]. And again Hanns Fischer was among the first to
contribute theoretical models to explain the non-Boltzmann behavior of transient rad-
ical intermediates [7–10].

FischerBs exciting contributions to the detection and characterization of transient
reaction intermediates by EPR spectroscopy employing fast-flow systems and light
irradiation had a strong impact on the EPR community in chemistry. Also our multifre-
quency EPR work at FU Berlin has benefited from FischerBs work over several decades
up to now [11–15].

In this contribution, we will present an overview of some of our multifrequency
time-resolved EPR studies on photochemical reactions and photoinduced electron-
transfer processes in liquid and frozen solutions of organic molecules and proteins.
The chosen examples cover the photolysis of some photoinitiators of polymerization
reactions in liquid solution, the photoinduced electron-transfer reactions in organic
donor–acceptor biomimetic model systems of photosynthesis and, finally, the primary
electron transfer in bacterial photosynthetic-reaction-center protein complexes.

2. CIDEP Mechanisms in Photochemical Reactions. – The electron-spin system of
reactive radicals, as a rule, exhibits chemically induced dynamic electron polarization
(CIDEP), i.e., the populations of the spin states deviate from thermal equilibrium.
The phenomenon can arise from a variety of mechanisms, and electron-spin polariza-
tions can be created either when the radicals are suddenly initiated or during their
bimolecular termination reactions from preferred spin states. A large amount of infor-
mation on these spin polarizations has been gathered during the past 35 years, and the
CIDEP phenomenon has been utilized in numerous studies to get insights into details
of radical generation and radical reactions. Many reviews concerning CIDEP effects
have been published in recent years. Therefore, in the following only the short overview
of polarization mechanisms will be given that are relevant for the photochemical sys-
tems described in this work.

2.1. Triplet Mechanism (TM). Photochemical radical generation can occur by reac-
tion of singlet excited molecules. Then, the Zeeman energy levels a and b become
equally populated, and the radical system has zero spin polarization immediately
after creation. Alternatively, singlet excited molecules may also undergo intersystem
crossing (ISC) to their triplet state and form radicals from there. It is well known
that the ISC process can lead to differently populated triplet sub-levels [16]. The result-
ing initial spin polarization of the triplet state can then be transferred to radical-reac-
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tion products, provided the decay into radicals occurs fast enough to compete with spin
relaxation in the triplet molecule.

The zero-field spin sub-levels of a triplet molecule, Tx, Ty, and Tz are nondegenerate
due to the dipolar or zero-field coupling between the electrons (x, y, and z denote the
principal axes of the zero-field tensor). ISC often occurs, under molecular selection
rules, predominantly into one of these states, thus producing triplet molecules with pro-
nounced spin polarization in the molecular frame. This is a commonly observed phe-
nomenon in the solid state, see e.g., [17]. As soon as a triplet is formed, its spin magnetic
moment will start to interact with the external magnetic field B0 of the EPR spectrom-
eter. The interaction can transform a substantial part of the molecular-frame spin polar-
ization into a Zeeman-level spin polarization with respect to B0 (i.e., in the laboratory
frame). The transformation may be envisioned by an adiabatic model in which, after
triplet formation, the magnetic field is slowly turned on in such a direction that the
highest-energy molecular spin state will evolve into the highest Zeeman spin state
T+ . However, the actual transformation process is more complicated because of essen-
tially two factors. Firstly, the exposure to an external field is not an adiabatic process, as
the magnetic field is already present when the triplets are formed, and secondly, in liq-
uids, the orientations of the triplet molecules with respect to the magnetic field are sub-
ject to stochastic changes because of rapid rotational diffusion. In fact, the rigorous
quantum-mechanical treatment shows [18–22] that the amount of spin polarization
which is transferred from the molecular to the laboratory frame depends on the ratio
of zero-field splitting (ZFS) and Zeeman interaction, wZFS/w0, as well as on the rota-
tional correlation time tR. Spin polarization vanishes if either jwZFS/w0j�1 or
w0 ·tR�1. In both cases, the molecular-frame polarization will be destroyed faster
than it is transformed, either byZeeman precession or molecular tumbling. Fortunately,
neither of both cases is met for a wide variety of triplet molecules in solutions of low
viscosity.

The Zeeman polarization will be destroyed by spin–lattice relaxation unless the
triplet reacts rapidly to yield a pair of radicals. Spin–lattice relaxation of triplet mole-
cules in solution is very fast because of the strong anisotropic magnetic dipole–dipole
interaction between the two triplet spins combined with the rapid change of this inter-
action as the molecule tumbles in solution. The time scale of this process is of the order
of 10�8 to 10�10 s [23]. Consequently, the triplet molecule must react on a comparable
time scale to transfer a substantial part of the triplet polarization to the radical prod-
ucts. It should be mentioned that even if the Zeeman polarization of the triplets has
completely relaxed to the equilibrium polarization peq, an excess absorption of
4/3 ·peq will be carried to the radicals due to twice the Zeeman splitting g ·mB ·B0

between T+ and T�. This small enhanced absorption, however, is often negligible in
comparison with the population differences in the electron-spin levels produced ini-
tially in the radical system by the TM effect [24].

2.2. Radical-Pair Mechanism (RPM). The radical-pair mechanism (RPM) of
CIDEP in liquid solution is more general than the TM in that the radicals do not
have to originate from a triplet state. The polarization arises during the radical lifetime
as a result of magnetic interactions between radicals when forming spin-correlated rad-
ical pairs.
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The RPM has three fundamental elements: 1) The reaction mechanism involves a
pair of radicals either created together via dissociation or some other reaction of an
excited molecule (geminate or G pair), or formed by a random encounter of separately
generated radicals (free or F pair). 2) The reactivity of the radical pair is determined by
its electron-spin state which can be singlet, triplet, or some mixture of singlet and triplet
states. The radicals in the singlet state will attract each other to form a recombination
(or some other) product, whereas the triplet state is repulsive and does not lead to prod-
uct formation. 3) The radicals comprising the pair may separate to a point where the
short-range valence or exchange forces are negligible. Then magnetic interactions
within the radicals (electron-nuclear hyperfine interactions and electron interactions
with the external magnetic field) can mix these singlet and triplet states, converting a
reactive singlet pair into triplet, and vice versa.

The detailed description of the RPM of CIDEP requires application of the stochas-
tic Liouville equation (SLE) to describe the evolution of the radical-pair spin state. The
resulting models of the process, including a simple vector model which also embodies
the effect of spin exchange [25] [26], have been described elsewhere [27–29]. However,
a simple qualitative picture of the RPM polarization development as well as the polar-
ization rules can be given by using the quasi-adiabatic model of Adrian [24] [30]. The
main assumption of this model is that the separation and re-encounter of the radical
pair causes the spin state to evolve partially as it would have if the initial separation
of the radicals were very slow (adiabatic). The actually observed polarization is
much less than that achievable in the limiting case of adiabatic radical separation.
According to theory [31–35], the polarization is approximately given by Eqn. 1,
where p(S�T0) is the difference of the probabilities for a radical pair being initially
in the T0ACHTUNGTRENNUNG(aN) state to separate as aaN,bR and baN,aR, with analogous definitions holding
for T0ACHTUNGTRENNUNG(bN), S(aN), and S(bN). Here, (a, b) and (aN, bN) denote the orientation of electron
and nuclear spins of the observer radical with respect to the external magnetic field.
The hyperfine interaction of the counter radical is considered to be negligible, there-
fore, only electron-spin projections (aR, bR) are considered. D is the relative diffusion
coefficient of the two radicals forming the pair, andQ is half the difference of theirLar-
mor frequencies. The definition of 1/d, the characteristic length of the exchange inter-
action J(r), follows from its exponential dependence on the radical separation r (Eqn.
2), where d is the distance of closest approach. The quantity d2/D is the time required
for the radical pair to diffuse to a distance of closest approach, typically 10�12 to 10�10 s.
As for realistic systems d ·d�1, Eqn. 1 yields typical RPM polarizations of 5 ·10�3 to
5 ·10�2 for d ·d�4 and hyperfine splittings of ca. 2 mT, i.e., Q=3.5 · 108 rad · s�1.

pðS � T0Þ �
p

2 	 d 	 d

ffiffiffiffiffiffiffiffiffiffiffiffi
Q 	 d2

D

r
(1)

J(r)=J0 · exp[�d · (r�d)] (2)

For the initial, i.e., geminate triplet radical pair, the EPR spectrum of the observer
radical appears EA-polarized (low-field EPR lines in emission, high-field lines in
enhanced absorption). For the initial singlet pair, the polarization pattern is reversed
(AE). F Pairs of radicals form in an initial singlet or triplet state. Usually, these pairs
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polarize like triplet-state geminate pairs, because the singlet F pairs are removed by
reaction upon the first encounter.

Electron-spin polarization can also be generated at the ST� level crossing. In this
region, the singlet–triplet splitting due to the exchange interaction is balanced by the
triplet Zeeman splitting. The adiabatic terms avoid the level crossing because of sin-
glet–triplet mixing by the hyperfine interaction, thus causing the initial T� ACHTUNGTRENNUNG(aN) level
to be converted to S(bN), and vice versa. In contrast to the ST0 mixing, this process pro-
duces a net magnetic polarization connected with a change in electron-spin orientation
and accompanied by an opposite change in nuclear-spin orientation, as required by the
conservation rule of angular momentum.

Starting from an initial triplet state, this process would effectively underpopulate
the baN level and the bR electron-spin level of the counter radical RC, because conver-
sion of T�ACHTUNGTRENNUNG(aN) to S(bN) removes baN as well as bR states and generates additional abN,
bbN, as well as aR states. In this case, the low-field line is emissively polarized and the
high-field line has zero polarization. However, this is the case only for the radical whose
hyperfine interaction causes the singlet–triplet mixing. All hyperfine levels of the coun-
ter radical (RC) are equally polarized. Finally, for an initial singlet radical pair, the polar-
ization pattern will be reversed, i.e., the high-field line will show an enhanced absorp-
tion.

The ST� polarization is generally less important in liquid solutions than ST0 polar-
ization because the ST� crossing region in high fields is spatially very small compared to
the ST0 crossing region, thus limiting the amount of the ST� mixing. Nonetheless, ST�
polarization can be significant in two cases: 1) one radical of the pair has a large hyper-
fine splitting (e.g., P-centered radicals) [36]; 2) diffusion is slow, and the system spends a
relatively long time in the crossing region [37], alternatively the external magnetic field
is low enough.

2.3. Spin-Correlated Radical-Pair Mechanism (CCRP). Before discussing the
TREPR results in some detail, we summarize the theoretical description of correlated
coupled radical-pair (CCRP) states [38–41]. After electron transfer, one unpaired spin
is localized on the donor site, the other unpaired spin on the acceptor site. The spin
dynamics of this radical pair are described by the stochastic Liouville equation
(SLE) which includes charge separation, recombination, and spin relaxation. The
spin Hamiltonian of the system for a specific orientation of the molecule with respect
to the external magnetic field B0 is given by Eqn. 3, where hyperfine couplings are
neglected. The interaction terms are given by Eqns. 4,a–c.

Ĥ ¼ ĤZeemanðŜ1Þ þ ĤZeemanðŜ2Þ þ ĤexchangeðŜ1; Ŝ2Þ þ ĤdipolarðŜ1; Ŝ2Þ (3)

ĤZeemanðŜiÞ ¼ mB 	 Ŝi 	 g 	 B0 (4a)

ĤexchangeðŜ1; Ŝ2Þ ¼ �J 	 �h 	 ðŜ2 � 1Þ (4b)

ĤdipolarðŜ1; Ŝ2Þ ¼ Ŝ 	D 	 Ŝ¼�2 	D
3

	 �h 	 Ŝ2

z þ
D
3
�E

� �
	 �h 	 Ŝ2

x þ
D
3
þE

� �
	 �h 	 Ŝ2

y (4c)
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Depending on the relative strengths of the various magnetic interactions, some
assumptions can be made concerning the proper eigenfunctions. In the high-field
limit, when the dipolar and exchange interactions are small compared to the Zeeman
interaction, the eigenstates of the 4-level system are approximated by the unperturbed
triplet states Tþj i and T�j i and the mixtures 2j i, 3j i of Sj i and Tj i. The amount of state
mixing is given in terms of the mixing angle fmix (see Eqn. 5).

tanfmix ¼
Dw

J þ d=2 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðJ þ d=2Þ2 þ Dw2

p (5)

According to the CCRP model, all four possible one-quantum transitions of light-
induced radical pairs have the same intensities because differences in transition
moments are compensated by the respective population differences [40] [41]. These
population differences are due to spin polarization which results from singlet electron
transfer as well as from triplet electron transfer, i.e., the populations of the four states
differ significantly from Boltzmann equilibrium. Thus, for each orientation of the mol-
ecule with respect to the magnetic field, two EPR lines in absorption and two lines in
emission should be detected, all equal in amplitude. The transient EPR spectra of fro-
zen-solution samples reflect the powder average over all possible orientations. Thus,
because of the anisotropy in the magnetic interactions, TREPR spectra contain infor-
mation about the molecular structure.

For strongly coupled spins, i.e., Jj j � Dwj j, singlet and triplet are approximately
eigenstates, i.e., 2j i � Sj i and 3j i � T0j i, while for weakly coupled spins, the eigenstates
are given by the respective eigenfunctions of each radical. It will be demonstrated that
the covalently linked porphyrin–quinone systems of this study form strongly coupled
radical pairs.

In particular, strongly coupled systems are sensitive to the deviation of the popula-
tion differences between the four spin-energy levels that would lead to equal intensities
for all the transitions predicted by the CCRP model. Because the transitions to Sj i are
almost forbidden, only the two allowed transitions contribute to the EPR signal of
strongly coupled radical pairs. These two remaining transition frequencies are given
by Eqns. 6,a and b.

Tþj i $ T0j i : wþ0 ¼
1
2
	 mB

�h
	 ðg1ð�; qÞ þ g2ð�; qÞÞ 	 B0 þ

3
2
	 d (6a)

T0j i $ T�j i : w0� ¼ 1
2
	 mB

�h
	 ðg1ð�; qÞ þ g2ð�; qÞÞ 	 B0 �

3
2
	 d (6b)

Since the inhomogeneous linewidths of the recorded TREPR spectra are larger
than the inverse rise time of the spectra, it is justified to assume that the TREPR signal
follows instantaneously the spin polarization [42]. Therefore, we simulate the TREPR
spectra using kinetic equations for the population of the states and the transition ener-
gies given by Eqs. 6,a and b, instead of using SLE.

3. Time-Resolved EPR Spectroscopy: Experimental Aspects. – The observation of
the EPR spectra of transient paramagnetic species, either radicals or triplets, by using
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the laser-flash irradiation depended upon the development of fast EPR spectrometers.
Historically, two techniques were established: the first uses continuous-wave (cw)-
microwave (mw) irradiation and different sampling methods; the second uses pulsed-
microwave irradiation. Both methods have advantages and disadvantages, which may
also depend on the specific microwave frequency/magnetic field of the spectrometer.
Thus, for any investigated system, one has to choose the optimal method depending
on time resolution and sensitivity required. Both EPR techniques were extensively
reviewed [43–46], and, therefore, in the following, we only briefly discuss the principles
and limitations of them.

3.1. Continuous-Wave Techniques. Conventional EPR spectroscopy is performed by
means of cw microwaves and up to 100-kHz field modulation with the phase-sensitive
detection. The response time of the system is typically tens of microseconds. For certain
chemical and biological systems, this time resolution allows already to study radical
reactivity. However, it is difficult to detect and follow CIDEP under these conditions
mostly because of short electron-spin relaxation times which lead to Boltzmann popu-
lations of the radical-spin states or, at least, to their partial equilibration, before the rad-
icals can be detected. In the mid 70s, several attempts were made to improve the time
resolution of cw EPR to ca. 1 ms by using field-modulation frequencies up to 2 MHz
[6] [47]. Nevertheless, because of still unsufficient time resolution, experimental diffi-
culties to cope with the small penetration depth of the modulation field and the avail-
ability of low-noise microwave amplifiers, the cw-EPR method was superseded by the
so-called Adirect detectionB time-resolved EPR, known as TREPR. In TREPR, the
responses of the transient radicals are detected during continuous microwave excita-
tion, but without magnetic-field modulation. The transient EPR signal following the
sudden radical generation, e.g., by a laser pulse, is taken at a fixed external-mag-
netic-field value directly from the microwave bridge mixer or diode detector and col-
lected by using either a transient digitizer or a boxcar signal avarager. The complete
EPR spectra are obtained by stepping the external magnetic field through the reso-
nance region.

The time resolution of a TREPR spectrometer is limited by the response time which
determines how fast the spectrometer can follow changes of the EPR absorption of the
sample that occurred in the microwave cavity. In general, any change of the perpendic-
ular magnetization v(t) will result in a change of the spectrometer output signal S(t)
which is given by the convolution integral of v(t) with the response function f(t) of
the instrument: S(t)= f(t)v(t). The response function of the detection instrument is
given by the response characteristics of the microwave and amplification circuitry. In
the absence of any additional restriction of the microwave detection and amplification
circuitry, the response time of the EPR instrument is generally determined by the band-
width of the EPR cavity. The reflection coefficient of a critically coupled cavity (here
we discuss only the common reflection mode spectrometer) is given by Eqn. 7,
whereQL is the loaded-quality factor of the cavity and n0 is the spectrometer frequency
[48]. Thus, the EPR absorption signal appearing at frequency (n�n0) will be filtered by
the cavity as given by ffip ð1� Gj j2Þ in the frequency domain. After Fourier transforma-
tion of the filtering function, one obtains the response function of the cavity in the time
domain, Eqn. 8, where TR is the ringing time of the EPR cavity. Actually, this ringing
time gives the physical limit of the EPR-instrument response time. It should be men-
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tioned that the rise time of EPR signals is not given only by the response time defined
above but by a physical limitation for cw-TREPR detection: The concentration of tran-
sient radicals typically reaches its maximum at the end of the laser flash, when the
ensemble magnetization is not yet tipped away from the z-axis by the cw-microwave
field.

Gj j2¼ e2

4þ e2 with e ¼ 4 	QL 	 n� n0

n0
(7)

f ¼ exp½�t=TR� with TR ¼ QL 	 ðp 	 n0Þ�1 (8)

As follows from Eqn. 8, the ringing time TR of the EPR cavity is inversely propor-
tional to the microwave frequency of the EPR spectrometer. Fixing a typical loaded
quality valueQL=2000 of a single-mode EPR cavity, TR=240, 67, and 6.7 ns can be cal-
culated for S-band (n0=2.7 GHz), X-band (n0=9.5 GHz), and W-band (n0=95 GHz)
EPR, respectively. Thus, the typical time resolution of X-band TREPR spectrometers
is ca. 50–100 ns, which is much longer than the laser-pulse duration of typically 5 ns. At
W-band, however, the response time is below 10 ns and becomes adequate for the
pulsed laser experiments. The time resolution of X-band TREPR could be improved
by using cavities with a low quality factor. However, normally this is not the method
of choice. Decreasing the cavity quality factor leads directly to a decrease of the
EPR signal [49] and, thus, to lower sensitivity of the EPR experiment.

The sensitivity of a TREPR experiment is proportional to the ratio of the signal
amplitude to the noise amplitude in the direct detected mode. The signal amplitude
depends on the radical system under study, i.e., on the amount of mw absorption due
to the magnetization of transient paramagnetic species created during or after their
generation. The magnetization can be increased by optimization of the experimental
conditions, for example, laser-light intensity, sample size. The noise amplitude of
TREPR is determined by three contributions: i) the noise of the microwave detection
and amplification circuitry; ii) the noise of the microwave source; iii) reproducibility of
the experimental conditions for each laser shot, i.e., laser-light intensitiy, temperature,
sample bleaching, etc. The first contribution determines the Anoise floorB of the EPR
spectrometer. The noise floor is independent of the incident microwave irradiation.
It is generally measured by the noise figure and the amplification gain of the detection
network. The noise figure describes the loss of the useful signal intensity on the way
from the EPR cavity to the end detector, for example, due to losses in waveguides
and mixer elements, accompanied by the gain of noise intensity in the amplifier ele-
ments. The typical noise figure of modern EPR spectrometers is around 5. It can hardly
be improved without resorting to microwave elements operating at cryogenic temper-
atures. The second contribution is more crucial for the success of the TREPR experi-
ment. The quality of the microwave source is characterized in terms of amplitude
and phase noise. The phase noise describes the width of the microwave radiation in
the frequency domain, i.e., the mw power at frequency offsets (n�n0) from the carrier
frequency (n0). The amplitude noise is the fluctuation of this mw power. The noise
power, if reflected from the EPR cavity, reaches the detector and increases the noise
amplitude. For cw EPR, this noise is less important because the cavity serves as a filter
at typical frequency offsets up to 100 kHz (see Eqn. 7), corresponding to the frequency
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of the field modulation. TREPR, however, uses broadband detection to be able to fol-
low fast signal changes. The cavity reflects 50% of the incident microwave power at the
frequency offset (n�n0) corresponding to n0/QL (see Eqn. 7). If the microwave noise is
high enough, starting from a certain excitation power, its collective contribution to the
spectrometer-noise amplitude will overide the noise floor, then linearly increasing with
increasing of microwave amplitude. Thus, in this situation, no signal-to-noise-ratio
improvement can be obtained by increasing the mw power because the EPR signal
depends on the amplitude of the excitation microwave as well. Improved microwave
technology in the past years resulted in commercial low-noise microwave sources
and power amplifiers. Nevertheless, care should be taken to choose the proper band-
width of the detection circuitry to minimize the contribution of microwave-source-
noise to the overall-noise amplitude.

The study of formation and decay kinetics of transient radical species requires not
only the best possible time resolution but also the ability to adequately analyze the
EPR signals. While TREPR provides an excellent time resolution, especially when
going to high mw frequencies, it has a number of negative characteristics concerning
data analysis. First, the time development of the EPR spectra is governed by the con-
tinous interaction between the spin system and the cw-microwave field. The perturba-
tion shows up by the strong time dependence of the EPR linewidth in the time domain
when the inverse of the time delay between radical formation and signal detection
becomes comparable to the intristic linewidth of the EPR signal. This can prevent spec-
tra detection or radical identification at early times after radical formation. Second, the
microwave radiation field also influences the time evolution of the EPR signals. In
addition to the usual kinetic parameters of the chemical reaction and spin relaxtion
as well as of radical dynamics and CIDEP production, the time development of the
EPR responses is strongly influenced by the mw field strength in the cavity. It does
not only dominate the signal rise but can also produce an oscillatory behavior of the
signal. As the result, the determination of rate parameters from TREPR spectra is com-
monly based on modified Bloch equations that, in addition to spin and chemical
dynamics, also account for the perturbation of the system by the microwave field. Gen-
erally, the analysis involves a nonlinear, multiparameter least-squares fit of the exper-
imental data to the numerical solution of a set of differential equations [50] [51]. The
equations are based on an a priory model accounting for all the processes that play a
role in the spin evolution. Only in rare cases, it is possible to simplify the data analysis
(see below). Additionally, the influence of the mw field strength often has the conse-
quence that TREPR measurements can cover only the time period during which the
spin system is far from thermal equilibrium. However, the last problem can be over-
ruled by going to high microwave frequencies (see below).

The problem of continuous perturbation of the spin system by the cw-microwave
irradiation that complicates the analysis of TREPR data can be avoided by applying
pulsed EPR techniques. We note, however, that cw-microwave irradiation of the sam-
ple has also a positive aspect: It allows to perform TREPR and cw-EPR experiments
simultaneously. A small (compared with the EPR linewidth) magnetic-field modulation
does not perturb fast TREPR responses, but can be used for parallel phase-sensitive
signal detection to observe long-lived radical-reaction products which are not detecti-
ble by TREPR.
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3.2. Pulsed EPR Techniques. Pulsed EPR methods such a Fourier-transform (FT)
EPR and electron-spin-echo (ESE) spectroscopy have become well established in
the last years [43] [52] [53]. In these techniques, the magnetization along the external-
field direction (z magnetization) associated with formation and decay of transient rad-
icals is monitored by turning the magnetization vector in the transverse (xy) plane with
one or more short microwave pulses, followed by the detection of EPR responses in the
absence of the excitation microwave field.

There are two advantages of pulsed methods compared to TREPR. First of all, the
detection happens without incident microwave power. Thus, the noise signal in pulsed
experiments is determined by the noise floor of the spectrometer and by the stability of
experimental conditions, i.e., becomes independent of mw-source noise. Second, the
measured EPR response is directly proportional to the z magnetization existing at
the moment of mw excitation. This simplifies data analysis because the excitation
microwave field has not to be included in the analysis model.

Besides advantages, there are two serious limitations which are connected to each
other, time resolution and sensitivity. The time resolution of pulsed techniques is deter-
mined by the time from the start of the detection mw-pulse sequence to the moment at
which the EPR response can be recorded. It consists on two contributions: i) the length
of the pulse sequence and ii) the dead time of the EPR spectrometer.

In FT-EPR, the pulse sequence consists only of one p/2 mw pulse followed by meas-
uring the free induction decay (FID). The pulse length required for a p/2 pulse, assum-
ing the Larmor frequency of the spin to be equal to the chosen mw frequency, is given
by Eqn. 9, where g denotes the gyromagnetic ratio of the electron spin. The field ampli-
tude B1 is a function of the available mw excitation power and the power-to-field-con-
version efficiency of the EPR resonator. In a real experiment, however, the pulse length
is also strongly influenced by the bandwidth of the EPR cavity. The B1 field is not cre-
ated immediately after switching on the microwave power, but grows in with the ringing
time constant TR of the cavity, see Eqs. 7 and 8. Thus, for an X-band spectrometer
equipped with a cavity with a loaded-quality factorQL of 2000, it is impossible to create
pulses shorter than ca. 60 ns, even when enough mw power is available. At low mw fre-
quencies, this problem can be overcome by lowering the quality factor of the cavity.
This, unfortunately, results in fairly low power-to-field-conversion efficiency as well
as in reduced sensitivity. At higher mw frequencies, this limitation becomes less critical.
Thus, at W-band andQL=2000, pulses as short as 6 ns can be generated. Moreover, the
conversion efficiency is much higher at high mw frequencies, because the B1 field is
concentrated in a smaller volume of the cavity. Thus, to create a p/2 pulse of 10 ns
length at X-band, ca. 1 kW microwave power is required (QL�100), whereas at W-
band, ca. 500 mW is already sufficient (QL�2000).

tp=2 ¼
p

2
	 1
g 	 B1

(9)

The EPR response cannot be measured immediately after switching off the micro-
wave power because of the cavity ringing. Thus, one has to wait for a certain time until
the ringing microwave has decayed approximately to the level of the expected EPR
response. This time is called the dead time of the spectrometer. For X-band, this
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time typically amounts to ca. 100 ns. At higher frequencies, for instance W-band, the
dead time is typically one order of magnitude shorter, profiting from the lower mw exci-
tation power required and from the faster cavity ringing.

The dead time of an EPR spectrometer not only limits the time resolution of pulsed
experiments but also limits its applicability to certain radical systems. The FID decay is
governed by the linewidth of the EPR signal. The rate of exponential damping of the
FID signal (1/T) is related to the full width at half height of an EPR line, DB1/2, e.g.,
for a Lorentzian line DB1/2=2/g ·T. Thus, for the FID decay to be slower than the spec-
trometer dead time, the X-band FID technique cannot be used for studies of paramag-
netic-system resonance widths larger than 0.1 mT. In contrast to FID, the decay of an
ESE response is only determined by the homogeneous linewidth of an EPR transition,
i.e., by the T2 relaxation time. On the other hand, an inhomogeneous broadening of the
EPR transition is required for the echo formation.

Pulsed EPR probes the full magnetization of the sample and not only transient con-
tributions as TREPR does. If some persistent or long-lived (on the time scale of the
experiment) paramagnetic species are generated or initially present in the sample,
their EPR responses are also detected by pulsed EPR. In this case, to obtain solely
the EPR spectra of the transient radicals, one has to perform additional measurements
to get rid of background signals.

Thus, the applicability of the pulsed EPR techniques depends strongly on the inves-
tigated radical system. Under proper conditions, pulsed techniques can provide better
sensitivity as compared to TREPR. Additionally, the time after radical generation, at
which the spin system can be probed, is not limited in pulsed EPR. The probing mw
pulses can be placed at any time delays after radical generation yielding undistorted
EPR spectra. This is in contrast to the detection of the TREPR spectra of transient rad-
icals: At delay times which exceed the characteristic time window of excitation micro-
wave field, i.e., 1/w1, TREPR becomes unfeasible. The probing microwave pulses, how-
ever, can be placed at any time delays after radical generation yielding undistorted
EPR spectra.

The comparison of the transient EPR techniques can be summarized as follows:
1. The TREPR method is applicable to all kinds of radical systems both in liquid

and frozen solutions. However, the analysis of the experimental data is complicated
due to continuous perturbation of the spin system by the microwave field. For the
same reason, the detection of undistorted transient EPR signals on delay time scales
>1/w1 is often impossible.

2. The applicability of FT-EPR spectroscopy is restricted to transient radical sys-
tems having an overall EPR linewidth less than the dead time of the spectrometer.
This condition is typically fulfilled only for radical systems in liquid solution of low vis-
cosity.

3. The spin-echo techniques require inhomogeneously broadened EPR lines. There-
fore, the strength of ESE-EPR is particularly pronounced for the investigation of rad-
icals in frozen solutions (generally in solids). The T2 relaxation time and/or chemical
decay kinetics of the detected species should be slower than the dead time of the
EPR spectrometer.

The main advantages of the transient EPR experiments at high magnetic fields/
microwave frequencies are: i) high time resolution; ii) high spectral (Zeeman) resolu-
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tion; iii) possibility to detect transient radicals even in their thermally equilibrated
state.

4. Applications. – 4.1. Photochemical Reactions in Liquid Solution. Since the early
70s, EPR methods were extensively applied to characterize the transient radicals in liq-
uid-solution reactions. Time-resolved EPR techniques have been applied to a wide
variety of photochemical systems, including investigations of radical reaction kinetics,
identification and characterization of reaction intermediates, elucidation of reaction
mechanisms with regard to the spin states involved. One broad area of EPR studies
was to investigate the chemical reactivity of radicals, especially concerning the radi-
cal–radical recombination, as well as addition reactions of the radicals to other chem-
ical compounds. The addition reactions are of crucial importance for the coating indus-
try as well as for medicine. The second field of applications is to study spin-polarization
(CIDEP) effects and spin-relaxation dynamics in radical systems. In the following, we
demonstrate, by means of two photochemical systems, the power of multifrequency
EPR in reaction and spin chemistry of radicals in liquid solution. Some of the presented
results were obtained by combined efforts of Austrian, German, and Swiss EPR groups
and were published recently [11] [12] [54]. Other results are presented here for the first
time.

The 2,2-dimethoxy-1,2-diphenylethan-1-one (DMPA) is an industrial agent for effi-
cient photocuring (IragacureO 651, Ciba Speciality Chemicals, Inc., Switzerland) used
mainly for acrylic and unsaturated polyester/styrene resins. Due to its technical rele-
vance, the DMPA photochemistry has been subject of many investigations [55–58],
including EPR experiments [12] [59] [60]. The photochemical behavior of DMPA
was, for a long time, in the focus of interests ofHanns Fischer. The first EPR investiga-
tion of DMPA photocleavage was performed in his laboratory at the University of ZH-
rich employing the cw X-band EPR technique [61], followed by time-resolved X-band
EPR experiments [59]. Finally, in 1990, he published a comprehensive analysis of rad-
ical reactions induced by DMPA photodissociation, applying product analysis, chemi-
cally induced dynamic nuclear polarization (CIDNP), and optical and EPR techniques
[58], thereby clarifying also discrepancies of previous measurements.

The primary steps of photolysis of DMPA consist of singlet excitation and fast inter-
system crossing (ISC) to its triplet state, immediately (tT<100 ps) followed byNorrish-
type-I photocleavage of the triplet, yielding benzoyl and dimethoxybenzyl radicals, R1

and R2, respectively (see Fig. 1,a). The quantum efficiency of the triplet cleavage is
higher than F>0.7 (dependent on solvent) [56]. The radicals R1 and R2 appear highly
electron-spin polarized. This polarization originates from the triplet (TM) and radical-
pair (RP) mechanisms (see Sect. 2). Because of this, the DMPA photolysis was used at
FU Berlin as test system for the CIDEP-enhanced ENDOR experiment [13] to test
Q-band time-resolved EPR [60] and, recently, to develop sophisticated methods for
the analysis of EPR spectra with overlap of several signals at X-band [62].

We found the DMPA system to be very suitable for the first test of our W-band
TREPR spectrometer equipped with a continuous-flow system for light-generated
short-lived organic radicals in solution [12]. The W-band EPR spectra obtained after
photolysis of 65 mM DMPA in O2-free benzene solution are shown in Fig. 1,b for sev-
eral time delays after the laser flash. For comparison, the X- and Q-band spectra pre-
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viously reported by Forbes [60] are also shown. At W-band, the high-field TREPR spec-
tra of the benzoyl and dimethoxybenzyl radicals R1 and R2, respectively, appear com-
pletely resolved owing to the significant difference of their g values,
g1=2.00690�0.00005 and g2=2.00295�0.00005, respectively. Directly after the laser
flash, the spectra of both radicals appear in net emission at all microwave frequencies
and Zeeman fields. This indicates that TM CIDEP dominates. However, the amount of
initial emissive polarization of R1, compared to that of R2, decreases with increasing
field. This is not unexpected: On the one hand, the polarization due to Dg-RPM
CIDEP in the initial radical pair increases with increasing field, giving rise to enhanced
absorption of radical R1 and emission of R2. On the other hand, the net emissive polar-
ization, which the radicals gain from the triplet precursor, gets smaller at higher fields
(see below), thereby enhancing the contribution of Dg-RPM. The increasing Dg-RPM
polarization in F pairs of R1 and R2 has been proposed to be responsible for the phase
inversion (emission to absorption) of the benzoyl-radical signals at later times in
Q-band EPR [60]. This argument should also hold for W-band EPR. However, this
is not the only possible explanation: The W-band EPR spectra, recorded 5 ms after
laser irradiation, show that both signals appear in absorption. This strongly suggests

Fig. 1. a) Reaction scheme for the primary steps of the photolysis of DMPA in liquid solution. b) X-,
Q-, and W-band time-resolved EPR spectra taken at delay times indicated after flash photolysis (352
nm) of 65 mM (W-band) DMPA in benzene at room temperature. The X- and Q-band spectra

(marked by *) are adapted from [60].
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that in this situation, the radicals are observed in their thermal (Boltzmann) equili-
brium. The equilibrium polarization Peq=

1
2 ·g ·be ·peq ·NA ·xi/x (NA=AvogadroBs num-

ber, xi/x=weight factor of the EPR transition under study) is proportional to the pop-
ulation difference (Na�Nb) between the two Zeeman levels a (SZ=+1/2) and b

(SZ=�1/2) in Boltzmann equilibrium (see Eqn. 10), taking into account that
h ·n0�kT. At room temperature, peq corresponds to ca. 7.8 ·10�4 for n0=9.5 GHz (X-
band), and to 7.8 · 10�3 for n0=95 GHz (W-band). Thus, in X-band EPR, the same initial
population difference decays to a 10 times smaller magnitude than in W-band EPR.
This means that, if the radical system starts with a net polarization corresponding to
a population difference of the two Zeeman levels of, say, (Na�Nb)/(Na+Nb)=0.1
both at X- and W-band, after relaxation and in the absence of chemical reactions,
the observed signal contains only ca. 0.8% of initial polarization in X-band, but 8%
in W-band. Thus, the observed phase inversion is caused both by Dg-RPM in F pairs
and by increased equilibrium polarization at high magnetic fields.

peq ¼
N0

a �N0
b

N0
a þN0

b

� h 	 n0

2 	 kT (10)

The results of this first multi-frequency investigation of DMPA photolysis allows us
to realize the following: i) For a full understanding of the polarization mechanisms in
the radical system, it is necessary to study the system at different microwave frequen-
cies; ii) at high magnetic fields, it is possible to observe the radicals in their thermally
equlibrated state, i.e., Bolzmann-polarized. This chance to observe, by TREPR at high
fields, transient radicals in thermal equilibrium opens new perspectives for investiga-
tions of CIDEP phenomena and radical kinetics. First of all, there is now the possibility
for direct determination of initial polarization, since the initial signal can be scaled to
the thermally equilibrated one. Secondly, analysis of the time dependence of the EPR
time profiles may yield directly the kinetic information about the radical reactions.

To demonstrate the power of multi-frequency EPR in spin chemistry studies as well
as in investigations of radical reactions, we next examined the photolysis of another poly-
merization photoinitiator of the acylphosphine oxide type: diphenyl(2,4,6-trimethyl-
benzoyl)phosphine oxide (TMDPO). It is a highly efficient curing agent which is indus-
trially (DarocurO TPO, Ciba Speciality Chemicals, Inc., Switzerland) used to initiate
radical photopolymerization in unsaturated resins such as those based on a prepolymer
in combination with single- or multifunctional monomers. The photochemistry of
TMDPO is well established [63–65]. According to the scheme in Fig. 2, photolysis of
TMDPO yields 2,4,6-trimethylbenzoyl (R3) and diphenylphosphinoyl (R4) radicals
via Norrish-type-I cleavage (F�0.6) from short lived (tT<1 ns) triplet excited state,
formed from the photoexcited singlet via ISC.

W-, X-, and S-Band transient EPR spectra after laser-flash photolysis of TMDPO in
benzene solution are shown in Fig. 3. The spectra consist of three lines: the inner line
stems from the C-centered radical R3, and the outer two lines are due to the P-centered
radical R4 (see Fig. 2). From the W-band spectrum, the P-hyperfine coupling, which
splits the EPR spectrum of radical R4 in two lines, was determined as (36.25�0.05)
mT. The g values, g3=2.00055�0.00005 and g4=2.00412�0.00004, were obtained by
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W-band EPR for radicals R3 and R4, respectively. The deviation of these values from
the earlier reported ones, 2.0008 and 2.0035, in benzene at X-band [65] has, probably,
to be attributed to insufficient accuracy of these X-band data. The difference in g values
corresponds to a magnetic resonance field offset of ca. 6 mTat W-band, but only of ca.
0.6 mTat X-band, which is close to the linewidth (see Fig. 3). Another source of errors
are second-order effects on the resonance positions, which become pronounced at low
EPR frequency bands. For example, in S-band the splitting between low- and high-field
lines of the diphenylphosphinoyl radical R4 was ca. 37.5 mT, which is 1.25 mT larger
than its hyperfine splitting (see Fig. 3). At high fields the second-order effects are sup-
pressed. Hence, high-field EPR enables a more accurate determination of g factors and
hyperfine-splitting constants of different transient radicals in solution.

At short delay times after the laser flash, the W-band TREPR spectra of R3 and R4

exhibit net absorptive polarization (see Fig. 3). For the diphenylphosphinoyl radical R4,
in addition a multiplet polarization of the EA type (low-field line in emission/high-field
line in absorption) is revealed, as is apparent from the different intensities of the low-

Fig. 2. Reaction scheme for the primary and secondary steps of the photolysis of TMDPO.
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and high-field lines. The net absorption observed for both radicals reflects the TM
polarization transferred from excited TMDPO. The second contribution to the net
polarization of radicals comes from the Dg-RPM in the geminate triplet radical pairs
(RPs) of R3 and R4. For the benzoyl radical R3, the Dg-RPM contribution is positive
(absorption), and, for the diphenylphosphinoyl radical R4, it is negative (emission)
since g3<g4. The EA multiplet polarization contribution in the spectrum of R4 is gen-
erated by ST0-mixing of the radical-pair mechanism (ST0-RPM) in the geminate RPs of
R3 and R4. The initial polarization pattern of the radicals is different in all EPR bands
(S-, X-, W-band), which is clearly seen in Fig. 3. This difference is explained in terms of
a field dependence of the CIDEP-generating mechanisms. For example, the initial mul-
tiplet ST0-RPM polarization is, to a good approximation, magnetic-field-independent
[33] [34] [66]. However, the polarization due to Dg-RPM and TM changes when
going from W- to S-band EPR. At long times after the laser flash, the difference
between spectra taken at different microwave frequencies becomes more dramatic.
At X-band, the enhanced absorption observed for R4 decays within ca. 1 ms after the
laser flash, leaving the spectrum purely multiplet-polarized (low-field line in emis-
sion/high-field line in absorption). However, at W-band, the intensities of both high-
and low-field lines become equal after the same delay. Both lines appear in absorption
which slowly decays to zero. To explain this phenomenon, the EPR time profiles of the

Fig. 3. Time-resolved EPR spectra of R3 and R4 recorded at different microwave frequencies after
laser-flash photolysis (355 nm) of TMDPO in benzene at room temperature with a time delay of 200

ns. For details, see [11].
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high- and low-field lines of R4, as observed in X- and W-band, were compared [12]. The
time profiles were analyzed in terms of net and multiplet contributions, which were
obtained by adding and subtracting the intensities of the low- and high-field resonances
of R4, respectively. At X-band, the observed picture is well described by the CIDEP
mechanisms and the reaction scheme mentioned above. The initial net absorption
from TM and Dg-RPM decays with the spin–lattice relaxation time T1 , as does the mul-
tiplet polarization contribution that was initially gained in the geminate pairs of radicals
R3 and R4 by ST0-RPM. At later times, due to the spin-selective recombination of rad-
icals R4, according to Path I in Fig. 2, the ST0-RPM in F pairs of radicals R4 give rise to
the multiplet polarization. There is no production of net polarization at later times by
Dg-RPM, because no recombination of R3 and R4 takes place, due to the different reac-
tivity of both radicals [63]. Thus, as expected, in X-band, the net EPR signal intensity
decays faster than the multiplet EPR intensity. The slow decay of the net polarization at
W-band cannot be explained by field-dependent changes of the relaxation times T1 and
T2 of radicals R4 because such changes should be reflected equally by the net and mul-
tiplet signals. Thus, it can only be explained by the equilibrium polarization, because
the initial net polarization does not decay to zero, but to the thermally equilibrated
one, see above.

The time profile of net-polarization contribution at W-band can be analyzed by
using the analytical solution of the Bloch equations that account for initial net polari-
zation and first-order chemical reaction [12] (see Eqn. 11), if the conditions T2�T1,
w2

1�T�1
1 ·T�1

2 , and T1/t�1 are fulfilled. Here, w1 is the microwave-field amplitude,
Peq the radical equilibrium polarization, [R]0 the initial radical concentration, and t

the first-order lifetime constant with intact TMDPO (see Path II, Fig. 2); Pn is the
net polarization contribution in units of Peq. The conditions for Eqn. 11 were found
to be fulfilled for R4. The best agreement with experiment was found for Pn=8.5�1,
T1=600�50 ns, and 1/t=k1= (1.7�0.3) ·105 s�1. The individual fits were obtained
with reduced c2 factors between 1.1 and 1.4, demonstrating the quality of the data.

vðtÞ ¼ Peq 	 ½R�0 	 w1 	 T2 	 e�t=t þ ðPn � 1Þ 	 e�t=T1
� �

(11)

The possibility to read out the chemical lifetime of R4 from W-band EPR time pro-
files allows to study the addition reaction of diphenylphosphinoyl radicals to functional
monomers. This possibility, which additionally served for testing our approximations,
was used to investigate the addition reaction of R4 to butyl acrylate (=butyl prop-2-
enoate; BA), Path III in Fig. 2. Fig. 4 depicts the cw and TREPR spectra taken in
the absence and in the presence of 0.5M BA with the stem toluene solution of 48 mM

TMDPO. In the absence of BA (Fig. 4,a) the TREPR spectra demonstrate the behav-
ior described above. In the cw-EPR spectra, the signals of long-lived radicals are
observed. One of the signals around g=2.00288 is assigned to a C-centered radical
R5 formed by the reaction of R4 with intact TMDPO, according to Path II in Fig. 2,
establishing that R4 disappears via pseudo-first-order kinetics. The hyperfine couplings
of R5,A(P1)=2.87 mT,A(P2)=1.79mT, andA(H)=0.13 mT, were in good agreement
with previously reported values (2.82, 1.67, and 0.13 mT, resp.) [65]. An addition rate
constant of R4 to TMDPO of 3.5 ·106 s�1 ·M�1 is estimated from k1 and the TMDPO con-
centration. Radical R5 is not observed in the sample containing BA (fig. 4,b). The unre-
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solved signal around g=2.005 observed in the cw-EPR spectrum is probably due to a
mixture of radicals from the polymerization chain reaction. At 0.1 ms after the laser
flash, the TREPR spectrum shows the signals of R3 and R4; however, the ratio of the
EPR intensities changes in favor of the benzoyl radical R3. Additionally, the signal of
the adduct radical R7 appears. At longer times, 1 ms in Fig. 4,b, the R4 signal disappears
but is accompanied by a growing of the R7 signal. The signal due to R3 decays approx-
imately with the same rate constant as in the BA-free sample. The hyperfine parame-
ters of radical R7 centered at g7=2.0033, A(P)=5.8 mT, A(H(1),H(2))=1.93 mT, and
A(H(3))=0.2 mT, were determined from simulation of the TRPER spectra.

The net signals of R4 at low BA concentrations demonstrate a biexponential decay
character according to Eqn. 11. At BA concentrations above 100 mM, the signals decay
monoexponentially (see Fig. 5,a). The simultaneous fit of the net decay profiles toEqn.
11, varying only the chemical-lifetime constant, provided the t values in Fig. 5,b. Anal-
ysis of the data dependence in terms ofEqn. 12 yields a second-order-addition rate con-
stant for R4 addition to BA of kadd=3.2 ·107 s�1 ·M�1 for low adduct concentrations. The
rate constant kadd is in a good agreement with the values 2.8 ·107 s�1 ·M�1 [67] in MeCN
and 3.3 · 107 s�1 ·M�1 [64] for addition to methly methacrylate in hexane that were
obtained by laser flash photolysis (LFP). However, it is slightly higher than the values
1.8 ·107 s�1 ·M�1 and 2 ·107 s�1 ·M�1 determined in toluene from the analysis of X-band
TREPR linewidth broadening and LFP experiments [68]. At high BA concentrations
(>250 mM), the measured reciprocal chemical-lifetime values significantly deviate
from a linear dependence from [BA], see Fig. 5,b. The recent investigation of the addi-
tion reaction of differently substituted benzoyl radicals to BA established two domains

Fig. 4. W-Band cw and time-resolved EPR spectra observed after photolysis of a) 48 mM TMDPO and
b) 48 mM TMDPO and 0.5M butyl acrylate in toluene solution at 298 K. The cw and TREPR spectra
were taken simultaneously with a magnetic-field modulation amplitude of 5 mT. The asterisks mark

the signals of the Mn2+ field standard which is positioned in the microwave cavity.
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of radical reactivity in dependence on concentration of BA [54]. At alkane concentra-
tions above 1M, the addition reaction is slowed down by about one order of magnitude.
This decrease coincides with a dramatic increase of the macroscopic viscosity of the
reaction medium. We suggest that the same increase of viscosity is responsible for
the slowing down of the addition reaction of R4 to BA. This also can explain the differ-
ence between values obtained by Gescheidt, Rist, and co-workers [68], which were
measured for BA concentrations between 0.5 and 2M.

1=t ¼ k1 þ kadd 	 ½BA� (12)

Thus, the analytical solution of the Bloch equation (Eqn. 11), was found to be valid
for the examined system. The example given above demonstrates the power of high-
field EPR for obtaining detailed information on radical reactions in solution. The pos-
sibility to observe the radicals in their thermally relaxed state allows to follow their
chemical kinetics directly. Moreover, high time resolution of high-field EPR allows
to measure the short radical chemical lifetimes from EPR signal decays. For example,
the EPR signal of R4 in solution containing 0.5M BA decays with the time constant of ca.
70 ns (Fig. 5,b). This value is already comparable with the time resolution of conven-
tional X-band EPR spectrometers. It is, however, about a factor of 10 lower than the
time resolution of our W-band spectrometer, see Sect. 2.

The analysis of the net EPR signals yields, besides the chemical lifetime of the rad-
icals, also the initial net polarization Pn in absolute units. For the determination of the
initial multiplet polarization, Pm, the ratio of the net and multiplet EPR intensities, at
short times after the laser pulse, was used. It was assumed that on the given time scale,
either spin relaxation or chemical reaction influences net and multiplet polarizations
differently. A ratio Pn/Pm=1.55�0.15 was found. Thus, the initial W-band net and mul-
tiplet CIDEP magnitude of the diphenylphosphinoyl radical system after photolysis of
TMDPO is obtained. The radicals are produced with the net polarization Pn=8.5�1,
which corresponds to an initial population difference Pn ·peq ACHTUNGTRENNUNG(W-band)=0.066. This net

Fig. 5. a) Net polarization/time profile of radical R4 observed in the absence of BA (I) and in the pres-
ence of 32 mM (II) and 114 mM (III) BA in the sample toluene solution. b) Plot of the inverse chemical
lifetime 1/t of R4 vs. BA concentration, as determined from the fits of net polarization/time profiles.

The dashed line gives a linear fit for BA concentrations below 250 mM.
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polarization is superimposed by multiplet polarization (EA) of Pm=5.5�0.8, which is
equivalent to 0.043 in terms of population difference. Because only triplet and radical
pair mechanisms are responsible for the production of the initial multiplet and net
polarizations in R4, the values obtained at W-band can be used to determine the abso-
lute polarizations at lower frequencies. The experiments at S- (2.7 GHz), X- (9.5 GHz)
and Q-bands (35 GHz) give the field dependence of the ratio Pn/Pm of R4 under the
same experimental conditions [11]. Analysis of these ratios in terms of the TM and
the RP mechanism by ST0, ST� , which becomes extremely important at low fields,
yielded the absolute values of triplet polarization which R4 gains from the polarized
TMDPO triplet (Fig. 6). The observed values of TM polarization are extremely high.
They exceed the equilibrium polarization 410 times at 9.5 GHz and nearly 1000
times at S-band.

The magnetic-field strength or microwave frequency is an important parameter that
determines the efficiency of spin-polarization transfer from the molecular frame of the
excited triplet molecule to the laboratory frame and then to the radicals. Qualitatively,
the effect of microwave frequency on the magnitude of the TM polarization is well
understood. However, now it becomes possible also to check the theory quantitatively.
The field dependence of TM polarization was examined by comparison with the numer-
ical solution of the stochasticLiouville equation (SLE) which describes the evolution of
the spin system (for details see [11]). In the first step, the parameters of the TMDPO
triplet state (triplet lifetime, zero-field splittings, and initial triplet population) obtained
previously from X-band EPR investigations were used. A triplet rotational correlation
time of 48 ps was estimated from the spherical approximation of the molecule by the
Debye–Stokes formula. Fig. 6 presents the experimental dependence of the TM on
microwave frequency and the dependence calculated from the SLE (filled circles) by
using the triplet parameters from the literature [69]. It is obvious that the TM polariza-
tion is underestimated. The field dependence, however, is reproduced correctly. Next,
the SLE numerical solution was fitted to the experimental data with the reorientational
correlation time and initial population of the Tz state as variable parameters, see Fig. 6
(open circles). The optimum fit requires a slightly higher population of the Tz level (1.0
instead of 0.8) as well as an increase of the correlation time by a factor of 2 (98 ps,
instead of 48 ps). It is reasonable that the correlation time is not equal to the one esti-
mated from the simplified spherical approximation. The rotational diffusion of the mol-
ecule is a complex anisotropic process. Therefore, the rotational correlation time
should be considered only as an effective parameter.

The numerical solution of SLE explains the observed experimental TM polarization
quite well. To check the validity of approximate analytical formulas derived byAtkins–
Evans [21] and Pedersen–Freed [22], TM polarization was calculated with the triplet
parameters obtained above (see Fig. 6, dashed and dotted lines, resp.). It was found
that both approximations are valid only at high microwave frequencies (beyond X-
band), although the Atkins–Evans approach remains qualitatively correct also at low
mw frequencies and magnetic fields. Investigations of the TM polarization of two
other acryloylphosphine oxide photoinitiator systems confirm the experimental results
of the TMDPO system and their theoretical analysis [11]. Moreover, the parameters of
the excited triplet state of phenylbis(2,4,6-trimethylbenzoyl)phospine oxide could be
extracted from the dependence of its TM polarization on microwave frequency.
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4.2. Photoinduced Electron Transfer in Biomimetic Model Systems. 4.2.1. Preamble.
Understanding the structure–dynamics–function relationship of light-induced electron
transfer (ET) in the natural photosynthetic apparatus at atomic level is a fascinating,
but extremely difficult task. To resolve this task is not only challenging in its own
right but also in view of possible implications for the design of artificial solar energy
conversion systems with high quantum efficiency. Long-lived charge-separated radical
pairs (RPs) occur as secondary ET intermediades of the light-driven cascade of trans-
membrane ET steps in the photosynthetic reaction center (RC) protein complex.
Because of the complexity of the natural RC – which during evolution was optimized
by following strategies not only for high-yield photoinduced charge separation but also
for efficient protection against internal and external stress factors – supramolecular
organic donor (D)–acceptor (A) model complexes have been synthetized in many lab-
oratories to mimic essential features of photosynthetic ET and, hopefully, to simplify
the task of understanding its mechanism (for more recent reviews, see [70–73]). It is
established by now that multicomponent biomimetic model complexes (D–s–A), con-
sisting of donor and acceptor moities linked by a spacer (s), can be designed – and syn-
thetized – to produce, with high quantum yield, long-lived charge-separated RPs in
homogeneous media like isotropic or liquid crystalline solvents [70] [71]. Such supra-
molecular biomimetics consist of a chromophore that absorbs in the VIS spectral
region, and several tailor-made substituents linked to it by covalent bonds or H-bond
networks, thus establishing a spacer bridge to provide electronic coupling between

Fig. 6. TM Polarization of phosphinoyl radical R4 (&) after photolysis of TMDPO in comparison with
the theoretical calculations (*) invoking the numerical solution of the stochastic Liouville equation
(SLE) and by using the triplet-state parameters from [69] and triplet rotational correlation time from a
spherical approximation; (*) best fit of the numerical solution of SLE for the lifetime of the triplet
state and its initial population given in the text. The dashed and dotted lines show the polarization cal-
culated by analytical expressions of Atkins–Evans [21] and Pedersen–Freed [22] with the parameters

of (*). The figure is adopted from [11].
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the donor and acceptor moieties. The synthesis of such supramolecular D–s–A com-
plexes generally adheres to strategic principles: The redox potentials of the substituents
are chosen in a way to be operative either as electron acceptors or donors. In other
words: The substituents will either accept electrons from the photoexcited chromo-
phore or donate electrons to the chromophore after it became oxidized by ejecting
an electron from its excited state. By varying the number of substituents as well as
the bonding characteristics and spatial arrangement of the spacer, the factors governing
long-range ET can be selectively controlled to ultimately stabilize the charge-separated
donor–acceptor RP state against energy-wasting charge-recombination reactions. As
chromophore, an extended p-electron system is normally chosen, e.g., a porphyrin moi-
ety, but also for acceptors extended p-electron systems, such as free-base porphyrins or
fullerenes, are favorably chosen for stabilizing the charge-separated state against
recombination. This stabilization can be further increased by adding secondary accept-
ors to the D–s–A dyads, thereby creating supramolecular triads, tetrads, etc.
[71] [72] [74]. The characteristics of the linkage between D and A, e.g., s-bonds, H-
bonds, ligation, or electrostatic interaction, will affect the electronic coupling, V2,
between donors and acceptors, ranging from covalent through-bond, via direct
through-space to superexchange coupling situations. This is similar to what occurs in
natural photosynthetic systems along the various ET pathways in the protein.

Thus, the electronic and spatial properties of the spacer decide about the magnitude
of the electronic coupling matrix element, V, between donor cation and acceptor anion
within the charge-separated RP state. Controlling charge recombination (CR) via VCR

is essential for retarding wasteful ET recombination dynamics also in biomimetic devi-
ces, in analogy to what is operative in natural photosynthesis. Unfortunately, determin-
ing reliable values of VCR is difficult, both experimentally and theoretically. There exist
only a few spectroscopic methods by which V2

CR can be measured indirectly through the
exchange coupling parameter J between the electron spins of the radicals within a rad-
ical pair. Among these methods are nanosecond transient absorption measurements of
magnetic-field effects on the reaction yield [75] [76] and nanosecond time-resolved
EPR detection of transient spin-polarized radical-pair spectra (TREPR, see above
and [77–81]).

The TREPR method excels by providing reliable estimates of the exchange inter-
action J from the spectral-simulation routines of the spin-polarized spectra of
charge-separated spin-correlated RPs in their triplet state. The theoretical analysis of
the relation between the singlet–triplet splitting within the RP, 2J=ES�ET, and the
electronic coupling, V2

CR, goes back to Anderson [82] and was later adapted to
charge-recombination ET reactions of the RP [75] [76] [79] [80]. According to theory,
2J is given by Eqn. 13, where V2

n are the squared electronic coupling matrix elements
between the ground state and nearby excited states, weighted by the energy separation
DEn between the RP state and those excited states n to which it is coupled at the nuclear
coordinate of the relaxed equilibrium nuclear configuration of the charge-separated
RP. The energy gap is given by DEn=DE+l, i.e., by the free energy difference DE
for the reaction and the total reorganization energy l for the electron transfer. The indi-
vidual terms in the equation for 2J may have positive or negative signs, depending on
the sign of the energy denominator, thereby determining the coupling to be ferromag-
netic (J<0) or antiferromagnetic (J>0). Thus, from combining TREPR and cyclic vol-
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tammetry experiments, the desired quantityV2
CR can be determined after estimating the

solvent reorganization energy l(r) from the size of the donor and acceptor molecules
and the dielectric properties of the solvent [83] according to Eqn. 14, where r is the cen-
ter-to-center separation of the D and A molecules, and dA and dD are the radii of the D
and A molecules (assumed to be spherical). The vacuum permittivity constant, the
refractive index, and dielectric constant of the solvent are represented by e0 , nS, and
e, respectively. We see that from TREPR experiments, crucial information about the
D–s–A coupling schemes, for instance direct vs. superexchange coupling, can be
revealed.

2J ¼ ES � ET ¼
X
n

V2
n=DEn

" #
S

�
X
n

V2
n=DEn

" #
T

(13)

lðrÞ ¼ e2
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2
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An important aspect of biomimetic long-range ET is the strategic selection of the
solvent matrix in which the redox partners are embedded. Intramolecular ET can
occur when the photoexcited reactant D, which is linked to A by a spacer s, *D–s–A,
moves on a free-energy surface until it reaches a cross-over point with another inter-
secting surface which corresponds to the final state, i.e., to the charge-separated product
D+C–s–A�C. Once curve crossing occurs, the charge distribution in the molecular com-
plex changes, and the solvation equilibrium will be perturbed. Dielectric relaxation
will realign the solvent molecular electric dipoles until – with a characteristic time con-
stant, the Debye relaxation time tD of the solvent – a new equilibrium with respect to
the new charge distribution is obtained [84]. According to MarcusB electron-transfer
theory [83] (see below) the controlling factors of the ETrate kETare both the energetics
of the redox couple, i.e., the Franck–Condon factor F, and the electronic coupling
matrix element V2 between donor and acceptor. F is governed by the free energy
changeDE of the reactants and the reorganization energy l of the final charge-separated
state in the equilibrium solvent configuration of the initial ACHTUNGTRENNUNGstate: F=exp[�Ea/kT]/ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4p 	 l 	 kT
p

with the activation ACHTUNGTRENNUNGenergy Ea= (DE+l)2/4 ·l.
For fast solvent relaxation dynamics, where the nuclear motion is fast on the ET

time scale (nonadiabatic ET), the ET rate is given by kETACHTUNGTRENNUNG(na)= (2p/�h) ·V2 ·F [85],
where (na) stands for nonadiabatic. The critical quantity describing whether the solvent
relaxation (approximated by one relaxation time tL) is fast on the ET time scale, is the
adiabaticity factor k inMarcusB theory: k=4p ·V2 ·tL/�h ·l. In ET processes, two limiting
cases are generally considered, the nonadiabatic case with k�1, and the adiabatic case
with k>1. In the adiabatic case (a), the solvent dynamics cannot be neglected, and the
ET rate becomes solvent-controlled, i.e., kET (a) is governed by the solventBs longitudi-
nal dielectric relaxation time tL. ACHTUNGTRENNUNGConsequently, the basic nonadiabatic ETrate, as is pre-
vailing for photosynthetic ET in protein RCs at room temperature, has to be corrected
for describing the adiabatic case: kET ACHTUNGTRENNUNG(a)=kET ACHTUNGTRENNUNG(na)/(1+k). The temperature depend-
ence of tL is determined by the temperature dependence of the Debye relaxation
time tD, since tL= (e1/es) ·tD. Here, es and e1 are the static and high-frequency (optical)
dielectric constants of the solvent medium, respectively.
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An experimental handle to control the transition from the nonadiabatic to the sol-
vent-controlled adiabatic limit is provided by the temperature and by the choice of the
solvent matrix [70]. To monitor the transients of light-induced ET processes by time-
resolved EPR, such a matrix control is a prerequisite. It must slow down the normally
sub-nanosecond-fast photoinduced ET near room temperature in biomimetic DA sys-
tems dissolved in isotropic solution into the time window of transient EPR, which is
restricted to, say, 10 ns upwards (see above). Generally, in isotropic solvents, the attenu-
ation of ET processes from a fast nonadiabatic regime into the slower adiabatic regime
can be achieved by lowering the temperature to the soft-glass region [86], where the ET
process has not yet been frozen out, or by using highly viscous solvents. It is intriguing,
however, that anisotropic liquid-crystal (LC) solvents are often the better choice allow-
ing to study the ET transient intermediates over the wide temperature range of the
nematic mesophase of the LC, where molecular motion still prevails resulting in
well-resolved EPR spectra [87]. The inherent properties of LCs dial the relevant ET
rates into the readily monitored 106 s�1 range.

The clue of explaining this ability of LCs to retard dramatically ET rates is the
change of the internal electric field, which accompanies the intramolecular ET. It pro-
duces a nematic potential which hinders molecular reorientation [88], thereby prolong-
ing tD in the nematic mesophase of the LC, tD ACHTUNGTRENNUNG(nem), as compared to the Debye relax-
ation time tD ACHTUNGTRENNUNG(iso) in isotropic media: tD ACHTUNGTRENNUNG(nem)=G·tD ACHTUNGTRENNUNG(iso) with the retardation factor
G [89], i.e., G= (exp[q/kT]�1) ·q/kT, where q is the barrier height of the nematic
potential. The power of LCs as solvents for studying the transient ET reaction inter-
mediates in artificial photosynthetic DA complexes by time-resolved EPR has been
widely recognized [39] [70] [71] [77] [90–92]. These studies show how by employing
LCs with different polarity, viscosity, structure, and diamagnetic susceptibility aniso-
tropy, the ET and spin dynamics can be affected, allowing for a better understanding
of the controlling factors of intra- and intermolecular ET reactions in artificial photo-
synthesis model complexes.

It is clear by now that such studies of model systems provide complementary infor-
mation also to in vivo studies – and vice versa. In most of our multifrequency time-
resolved EPR studies, we had concentrated on biomimetic DA complexes that are
covalently linked by selected spacer groups. These complexes were synthetized by H.
Kurreck (FU Berlin) and his group in collaboration with whom also our TREPR studies
were performed. These studies mainly deal with dyad and triad porphyrin–spacer–qui-
none systems to elucidate their ETand spin dynamics during light-induced charge-sep-
aration and -recombination processes involving transient triplet and radical-pair states.
We include also DA models which are not covalently linked, but rather linked by H-
bonding networks, thus mimicking more realistically the natural RC situation. These
compounds were synthetized in the group of J. L. Sessler (Austin, Texas). They involve
preorganized supramolecular porphyrin–quinone or porphyrin–nitrobenzene aggre-
gates that are functionalized by appropriate guanine and cytosin residues to allow
for molecular recognition via Watson–Crick base pairing. The multifrequency
TREPR studies were done in collaboration with H. Levanon (Hebrew University Jer-
usalem) and his group. In the following, we will review a few of these experiments tak-
ing prominent examples from both types of supramolecular biomimetics.
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4.2.2 Covalently Linked Porphyrin–Quinone Dyad and Triad Model Systems.
4.2.2.1. Experimental Results. Employing 9.5-GHz and 95-GHz TREPR spectroscopy,
four different porphyrin (P)–quinone (Q) systems covalently linked by a trans-cyclo-
hexyane-1,4-diyl (transCH) bridge (see Fig. 7) have been investigated to study the
effect of molecular dynamics on electron-spin polarization and light-driven electron-
transfer characteristics [39]. The reaction scheme for P-transCH-BQ (BQ=1,4-benzo-
quinone=cyclohexa-2,5-diene-1,4-dione) for light-initiated ET [93] is depicted in Fig.
8. By absorbing a photon hn, the (tetraphenylporphyrinato)zinc ([Zn(tpp)]) is excited
to its first excited singlet state PS1. At room temperature, fast singlet-ET produces the
singlet radical-pair (RP) state, (P+C–Q�C)S. Since the singlet charge-recombination
(SRC) rate kSRC is larger than 108 s�1 for most porphyrin–quinones, the singlet-RP
has decayed before singlet–triplet mixing can generate any detectable EPR-signal
intensity. At lower temperatures, however, singlet-ET is slowed down and, hence,
spin-orbit intersystem crossing in the porphyrin moiety to the excited triplet state PT*

can compete. Subsequently, triplet-ET to the triplet-RP state, (PC+QC�)T, can occur.
This RP state is detectable by TREPR in polar solvents in a temperature window of
ca. 308 below the melting point of the solvent. Alternatively, the triplet-RP can be
observed over a wider temperature range in the soft-glass phase of the room-temper-
ature liquid crystal E7 (Merck, UK) [89]. At considerably lower temperatures, ET is
frozen out, and the EPR spectrum of PT* is observed. In the reviewed work [39], it
was shown that the investigated (P+C–Q�C)T triplet-RPs are all strongly coupled, i.e.,
the exchange interaction Jj j � Dwj j with Dw ¼ ðmB=2�hÞ 	 B0 	 ½g1ð�;qÞ � g2ð�; qÞ�.
Here f and q denote the polar angles of the magnetic B0 ACHTUNGTRENNUNGfield with respect to the mol-
ecule in the principal axes system of the zero-field tensor. Moreover, in the chosen sol-
vent matrix, the overall tumbling motion of the complexes is slowed down such that the
anisotropic contributions to the zero-field and g tensors are resolved in the EPR spec-
tra. Nevertheless, small-angle fluctuations inside the solvent cage prevail and lead to
spin–lattice relaxation that is anisotropic, i.e., the reaction rates and chosen transfer
pathways depend on the orientation of the molecule with respect to the external mag-
netic field. These fluctuations also lead to a pronounced modulation of the isotropic
exchange interaction Jaffecting the singlet–triplet (STi, i=0,�1,+1) mixing efficiency.
Hence, the TREPR spectra are sensitive not only to molecular structure but also to
molecular motion, thereby probing the flexibility and micro-environment of the mole-
cule.

When comparing the present PQ systems with the bacterial photosynthetic reaction
center, several points should be mentioned: First, the radical pairs of the PQ systems
resemble the secondary RP in RCs rather well because in both cases, the individual rad-
icals are nondiffusing on the EPR time scale, and their anisotropic interactions are
resolved by TREPR. Second, in the RC, charge recombination is slow, the RP is
only weakly coupled, and the TREPR spectrum can be described by using the corre-
lated-coupled-radical-pair (CCRP, see above) model [94] [95]. For example, by analyz-
ing 95-GHz TREPR signals on the basis of the CCRP model, relative orientations of
donor and acceptor sites in the RC could be revealed with high accuracy [96]. For
strongly coupled RPs, TREPR was observed to be sensitive to motion and relaxation
of freely diffusing biradical chains [97–99]. In this case, the exchange interaction is
modulated when the chain is folding. In contrast to these cases, here we describe the

Helvetica Chimica Acta – Vol. 89 (2006)2568



Fig. 7. Molecular structure of investigated porphyrin–quinone dyad and triad model systems. P=por-
phyrin, Q=quinone, BQ=1,4-benzoquinone, TMQ=2,3,5-trimethyl-1,4-benzoquinone. trans-
CH= trans-cyclohexane-1,4-diyl. The Me substitution that restricts the motion about the bond

between transCH and Q is indicated by S (AbulkyB PQ).

Fig. 8. Scheme for light-induced electron transfer in the porphyrin–quinone dyad P-transCH-BQ. The
rate kSCS denotes the singlet charge-separation, kTCS the triplet charge-separation, and kSRC the singlet

charge-recombination rate. For abbreviations, see Fig. 7 and text.
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dramatic effects of spin relaxation and modulation of J on TREPR line shapes in highly
viscous solvents where anisotropic contributions of the spectral parameters are
resolved. The results indicate possible misinterpretations of spin and ET dynamics
that may occur when performing TREPR experiments at one microwave frequency
only.

In Fig. 9 the X- and W-band spectra of two different PQ systems are shown. They
are measured in EtOH and in an EtOH/toluene mixture, ca. 108 below the melting
point, 1 ms and 5 ms after the laser flash. For delay times longer than 1 ms, the lineshapes
remain unchanged and the signal decays within 10 ms. Fig. 10,a shows the time evolu-
tion of the X-band spectrum of P-transCH-TMQ. It turns out that the PQ systems
can be divided into two categories that are related to molecular flexibility. Systems
in which the quinone carries no Me substituent next to the cyclohexane-1,4-diyl spacer
have totally emissive TREPR spectra. We term them AnonbulkyB PQs. Systems with
such an additional Me group (indicated by S in Fig. 7) exhibit TREPR spectra which
have emissive (E) and absorptive (A) parts. We refer to them as AbulkyB PQs. On cool-
ing the nonbulky systems down to 140 K in EtOH, the spectra become equal to the
EEAA spectra of the bulky systems. This was observed before [100], both at X-band
and at W-band, and a polarization mechanism for the nonbulky PQs was suggested
on the basis of a dynamic exchange interaction due to the higher flexibility of the non-
bulky quinone [101]. For the bulky PQs, it was suggested that the X-band spectra may
be understood in terms of the CCRP model of weakly coupled radical pairs. A simula-
tion based on that model with J=�1.15 mTand D=�2.3 mT is shown as dotted line in
Fig. 9,c. However, for W-band EPR, the CCRP model predicts, on the low-field side,
resolved spectral contributions from the quinone anion radical due to its relatively
large g value. However, these contributions are not observed at W-band, and the pre-
dicted lineshape is totally different from the experimental result (Fig. 9,d). Addition-
ally, it was shown by X-band saturation recovery experiments that the polarization is
generated within the radical pair, and is not due to polarization transfer from the triplet
PT* precursor or due to the CCRP mechanism [102]. It was suggested that the bulky
PQs form strongly coupled radical pairs, and the polarization is caused by relaxation
phenomena. This suggestion is now supported by the T1 measurements on the dimethyl-
benzoquinone anion radical at W-band. In the following, we discuss a reaction model
on the basis of a strongly coupled RP which includes relaxation. It leads to the convinc-
ing simulations of the spectra shown in Fig. 10,b. All the TREPR results, both at X- and
W-band, on bulky PQs can be understood in terms of this model [39].

4.2.2.2. Reaction Model for Bulky PQs. Several mechanisms exist which can pro-
duce spin polarization in a strongly coupled radical pair, and population/depopulation
pathways involved are depicted in Fig. 11. We shall discuss them in the following.

Triplet Mechanism : The PT* (porphyrinatozinc) precursor triplet states Tp
�

�� �
, Tp

0j i
and Tp

þ

�� �
are selectively populated by inter-system crossing according to the contribu-

tion of Tp
Zj i to these states. This spin polarization is transferred to the RP if the ETrate

is large compared to the spin–lattice relaxation rate W1 of the precursor, which is
between 6 ·106 and 2 ·107 s�1. The EEAA TREPR spectra cannot be due to the triplet
mechanism for the following reasons: i) their rise time is larger than the decay time of
the precursor triplet signal, ii) the saturation recovery measurements show that polar-
ization is produced within the RP [102], and iii) the triplet mechanism produces spin
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polarization symmetric to the porphyrinZ axis, which is the PQ dyadBs Yaxis. The spec-
tra simulations show that, instead, the AE spectra that are observed shortly after the
laser pulse are due to triplet mechanism.

Fig. 9. TREPR Spectra (solid lines) of P-transCH-BQ and P-transCH-TMQ a) in EtOH at 150 K
b)–d) and in EtOH/toluene at 166 K. a) X-band, 5 ms after laser excitation [131]; b) W-band, 5 ms
after laser excitation; c) X-band, 1 ms after laser excitation [100]; d) W-band, 5 ms after laser excita-
tion. The integration time was 1 ms. The letters A and E stand for absorption and emission, respec-
tively. The resonant position for the g value of the free electron, ge, is indicated in the W-band spec-
tra. The spectra simulations in c) and d) (broken lines) are calculated for a weakly coupled radical
pair by using the CCRP model, for triplet electron transfer, for J=�1.1 mT and for D=�2.3 mT

and are based on the X-ray structure [108].
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Singlet-Triplet (ST) Mixing : The state T0j i in Fig. 11 is not an eigenstate but is
depopulated according to the contribution of Sj i to the proper eigenstates and accord-
ing to the singlet recombination rate kSRC. This mechanism cannot depopulate T�j i and
Tþj i simultaneously and, moreover, is strongly field-dependent. Therefore, it cannot
cause the observed spin polarization.

Spin–Orbit Coupling : According to the nonvanishing electronic matrix element of
the spin–orbit operator between the RP triplet and the RP singlet ground state, it is pos-
sible that electron charge recombination takes place also directly from the RP triplet
states [103]. This mechanism may act selectively on the three triplet states and, thus,
might cause spin polarization. It is strongly dependent on the D–A distance and on
the environment. It is not only needed that there is a large overlap of the wave functions
involved, but there must be also a heavy nucleus nearby in order to produce noticeable
spin–orbit coupling. Since this is not the case for our systems, this mechanism probably
does not operate efficiently in the nearly planar PQ systems with interradical distances
as large as 1–1.5 nm.

Spin Relaxation : In a stable spin system, stochastic mixing of states drives the sys-
tem to thermal equilibrium by spin–lattice relaxation. In a transient spin system, such as
a light-generated RP whose lifetime is restricted by rapid charge recombination, the
same mechanisms might produce spin polarization [104]. Stochastic modulation of

Fig. 10. a) Time evolution of the X-band TREPR signal of P-transCH-TMQ of Fig. 9, c (delay times
for the measurement after the laser flash are listed on the right side; the integration time was 100

ns). b) Simulation with the model described in [39].
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the dipolar coupling leads to correlated relaxation, i.e., it connects the triplet states.
Modulation of the exchange interaction J leads to transitions between Sj i and T0j i.
On the other hand, modulation of local interactions that are different for the two elec-
tron spins, leads to uncorrelated relaxation, i.e., to singlet–triplet transitions indicated
as W1a and W1b in Fig. 11 [104]. Basically, these two rates are different and, because
of the rapid electron recombination from Sj i, spin polarization in the RP is generated.
Both the transition energies and the spin–lattice relaxation may depend on the orien-
tation of the molecule with respect to the magnetic field. This is either because the mag-
netic interaction of the relaxation mechanism is orientation-dependent or because parts
of the molecule undergo anisotropic small-angle fluctuations. This would result in the
characteristic orientation-dependent spin polarization which is shown in Fig. 11. Hence,
we conclude that the observed spin polarization is mainly due to anisotropic spin–lat-
tice relaxation. Indeed, the simulations calculated by using orientation-dependent
relaxation rates give very satisfying agreement. For the parameters used in the simula-
tions, see [39].

The value of the exchange interaction J is crucial for the interpretation of the spec-
tra. The semi-empirical predictions for the distance dependence of J(r) are not very
helpful in our case: In the through-space model, an exponential dependence

Fig. 11. States and population/depopulation pathways for a strongly coupled radical pair. Only the
pathways for uncorrelated spin–lattice relaxation W1a and W1b are shown. kSRC= singlet recombina-
tion rate; kTCS= triplet charge-separation rate; J=exchange coupling; W1prec=precursor spin–lattice-

relaxation rate; PSQ=PQ ground state; PT*Q=excited triplet state of P. For details, see [39].
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J(r)=J0 · exp[�d · (r� r1� r2)] is assumed (ri are the radii of the molecules). P and Q in
our systems have distances of 0.98 nm to 1.5 nm. Thus, from the distance dependences
published, Jj j might be between 0 and 104 mT (!) (see ref. in [101]). On the other hand,
it was shown that in the case of a weakly interacting radical pair, one expects an EPR
lineshape with different spectral contributions from the pair partners and, moreover, a
significant change between X- and W-band spectra. This is not observed, while for a
strongly interacting radical pair, one can easily understand the experimental results
described. To reach the limit of strong interaction, singlet and triplet states of the rad-
ical pair must be separated by at least 50 mT. In Fig. 10, the simulated time develop-
ment of the EPR signals is compared to that of the experiment. The simulations in
Fig. 10,b reproduce the transition from the early AE spectrum to the EEAA spectrum
at later times.

We conclude that, with the model and parameters presented in [39], lineshape and
time development of the TREPR spectra can be well simulated. The value of the
exchange interaction is not critical as long as Sj i is energetically separated from T0j i
and T�j i by at least 50 mT, and as long as the radical pair is strongly coupled. The ori-
entation selection of the PQ systems in the liquid crystal E7 (Merck, UK) was used to
directly measure the anisotropy of the spin polarization. The TREPR spectra obtained
in a liquid crystal give further evidence for the spin polarization scheme presented. For
details, see [39].

4.2.2.3. Orientation-Dependent Spin-Rotation Relaxation. In the previous section, it
was discussed why in the radical pair of the AbulkyB PQs spin relaxation is most probably
responsible for the observed electron-spin polarization. TREPR spectra of RPs could
be obtained both in the entire nematic phase of the liquid crystal E7 as well as in
organic solvents in a small temperature range below their melting points. Earle et al.
[105] have shown that in this situation, molecular motion can be described as a slow dif-
fusion of the solvent cage and a fast diffusion of the molecules in the potential of the
solvent cage. Furthermore, they have shown that the Einstein–Stokes–Debye relation
between temperature, viscosity, and reorientational correlation time is valid down to
temperatures that are ca. 20% higher than the glass-transition temperature. In highly
viscous solvents, the main contribution to spin–lattice relaxation is caused by stochastic
modulation of the spin–rotation interaction [106] [107]. The spin–rotation interaction
Hamiltonian for the spin Ŝ2 localized on the quinone site is given by Eqn. 15, with
the angular momentum J. The tensor C is related to the g tensor by
C=�2 ·A · (g�ge ·1) ·�h

2, where A denotes the rotational tensor. The spin Ŝ1 localized
on the porphyrin site is not subject of spin-rotational interaction, because the g tensor
of PC+ is very close to that of the free electron. Generally, the correlation time tJ of the
angular momentum is much smaller than the reorientation correlation time tR and we
can neglect the modulation of C. In [39], it is shown that the observed spin relaxation is
caused by spin–rotation relaxation and anisotropic motion of the molecular fragments.

ĤSR=J ·C · Ŝ2 (15)

4.2.2.4. Model for FNonbulkyG PQs. It was rather surprising when it was observed
that both W-band and X-band TREPR spectra of P-transCH-BQ in frozen polar sol-
vents are totally emissive (Figs. 9,a and b), i.e., for most molecular orientations, both
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transitions in Eqn. 6 are emissive. Generally, this may be caused by ST� mixing and fast
singlet electron recombination. ST� Mixing is most effective when Sj i and T�j i are
degenerate or at least energetically close. Therefore, because the spectra are emissive
in both frequency bands and corresponding magnetic fields, the exchange interaction
must be modulated over a wide range. Whether this mechanism leads to emissive spec-
tra or to EEAA spectra depends on the amplitude of the motion. It is restricted by
forces within the molecule and between the quinone and the solvent cage. The potential
well set up by these forces is increased upon cooling or by substitution with the Me
group in the AbulkyB PQ (e.g., P-transCH-TMQ, see Fig. 7). In this situation, ST� mixing
is no longer active. In [39], a description of this diffusion model is presented that leads
to a consistent interpretation of the TREPR spectra of nonbulky PQs both at X- and W-
band. The modulation of J must take place on an intermediate time scale within two
limits: It must be fast enough that every PQ molecule could adopt a conformation
for which Sj i and T�j i are energetically close in both frequency bands before the
TREPR signal is observed. On the other hand, the rotational diffusion must be slow
enough that the ST� mixing has time enough to evolve.

4.2.2.5.Molecular Dynamics of PQ Systems. From the TREPR study described, the
following qualitative conclusions can be drawn: The observed spin polarization is
caused by two different mechanisms for bulky and nonbulky PQs. They are related
to the two different molecular motions shown in Fig. 12.

Type-1 Motion : The PQs have enough flexibility to allow, in the solvent cage, for
small-angle fluctuations about an axis parallel to the molecular X-axis. The excursion
is very small, i.e., the potential well is rather deep. An estimate of the correlation
time yields values between 3 ·10�11 and 2 ·10�10 s. This is similar to results from measure-
ments on triplet states of porphyrins with their planar structure being distorted by sub-
stituents. The X-ray structures of different PQs gives additional evidence for the sug-
gested motional effect: The structures of PQs that only differ at the quinone sites,
show slightly different twist angles of the bond between porphyrin and the cyclohex-
ane-1,4-diyl spacer (e.g., P-transCH-BQ, P-cisCH-BQ [108], P-transCH-MQ [109]).

Fig. 12. Stochastic motions of PQ dyads: Motion of Type 1 is active in bulky PQs, and motion of
Type 2 is active in nonbulky PQs. Substitution of position S with a Me group renders the system

bulky.
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Therefore, this bond is probably flexible enough to allow for the molecular motion
in question. The temperature dependence of the suggested effect is much less pro-
nounced than one would expect from the Einstein–Stokes–Debye relation. The effect
is visible over the whole temperature range in which the RP state is observed, and as
long as motion of Type 2 (see below) is not active. This is the case for the bulky PQs
which have a Me substituent at point S in Fig. 12. This also holds for the nonbulky sys-
tems, both dyads and triads, in polar solvent at the lower limit of the temperature range
and in liquid crystals.

Type 2 Motion : The rotation of the quinone plane with respect to the porphyrin
plane is the only motion that can modulate J over the necessary range of values and
that would be affected by the substitution at point S (Fig. 12). Therefore, it is most
probable that rotational diffusion about the bond axis between quinone and cyclohex-
ane-1,4-diyl takes place with correlation times t<10�6 s for nonbulky PQs at the upper
limit of the temperature range for which the RP state is observed. This motion has a
strong temperature dependence. On cooling down by 10–208, the potential barrier
for the rotation increases by at least a factor of ten. The same effect has substitution
at position S of the quinone or the use of a liquid crystal as solvent environment.
Hence, for this situation, the behavior of all PQ systems can be understood in terms
of the motion of Type 1.

In the systems discussed here, the porphyrin is linked to the quinone by a cyclohex-
ane-1,4-diyl spacer. PQ Systems which are linked by a phenylene spacer behave differ-
ently [100]. In this case, TREPR measurements were only possible in liquid crystals,
and the observed lineshapes were inversely polarized. Therefore, it was suggested
that the RP polarizations are formed through singlet electron transfer and anisotropic
relaxation pathways. In the cyclohexane-1,4-diyl-linked systems, this polarization
mechanism depopulates the triplet states, whereas in the phenylene-linked systems, it
populates the triplet states. This is a plausible mechanism, but it requires that singlet
recombination takes place on the microsecond rather than on the nanosecond time
scale.

On the other hand, it is also plausible to assume that molecular flexibility is differ-
ent for the different spacer. Hence, the TREPR results on the phenylene-linked sys-
tems may be explained also by triplet electron transfers, and assuming rotational diffu-
sion about the molecular Z axis, i.e., as is the case for motion of Type 2. The correlation
times, however, must be in a range that permits spin–rotational relaxation to occur, as is
the case in the bulky cyclohexane-1,4-diyl-linked systems. Obviously, by means of
TREPR measurements alone, the different mechanisms cannot be distinguished, and
an ambiguity in the analysis remains.

The lifetime of the charge-separated RP state of ca. 5 ms is rather long for systems in
which the electrons are separated by only 1–1.5 nm. When comparing this with reac-
tion centers of natural photosynthesis, one should keep in mind that the mechanism
which leads to this long lifetime in model PQs is very different from that operating
in RCs. Also in photosynthesis, the primary charge-separated radical pair, formed in
the first ET step after light irradiation, is electronically strongly coupled, but it is
born in the singlet state. A long lifetime of a charge-separated state is achieved by
the second ET step to the quinone acceptor QA by which the distance between the
two unpaired electrons is strongly increased. The PC+QC�A radical pair, therefore, is elec-
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tronically weakly coupled. In contrast to that, the charge-separated states of the por-
phyrin–quinone dyad and triad model systems are trapped as triplet states of a strongly
coupled RP from which charge recombination to the ground state is spin-forbidden.

Nevertheless, we believe that the covalently linked triad systems represent a good
starting point for creating long-lived RP states in model tetrad systems of covalently
linked porphyrins and quinones [74]. In such 4-component model systems, an addi-
tional ET step is possible resulting in an even larger separation of the two electrons.
The longer the lifetimes of the dyad and triad RPs, the higher the probability for the
additional electron transfer step. Since the lifetime in the dyad and triad systems is lim-
ited by the motion-induced triplet–singlet transitions described above, the important
strategy for long lifetimes is to restrict molecular flexibility. On the other hand, a cer-
tain degree of molecular flexibility is necessary for the first electron transfer step to
take place at all. The challenge for constructing suitable tetrad systems is to allow
for enough flexibility to initiate electron transfer, but simultaneously to provide enough
rigidity to restrict the lifetime limiting triplet–singlet transitions.

It is interesting to note that in contrast to the covalently bridged systems, aWatson–
Crick base-paired donor–acceptor system is electronically weakly coupled, but never-
theless shows rather fast electron-separation rates and, with only one electron-transfer
step, provides a long-lived RP state [91], see below.

4.2.3 Photoinduced Electron-Transfer in a Base-Paired Porphyrin–Dinitrobenzene
Complex. Since the discovery of photoinduced electron transfer between bacteriochlor-
ophyll and cytochrome [110], many of the more hotly debated issues in the realm of
biological ET have involved questions of how long-range ET proceeds through various
noncovalently linked protein pathways [111–114]. To answer such questions, among
several different spectroscopies, also TREPR has been applied to study biomimetic
model systems wherein the donor and acceptor molecules are tethered together nonco-
valently via H-bonds [90] [91] [115]. These studies, in conjunction with work on cova-
lently linked models [70] [89] [102] [116] have broadened our knowledge of structure–
dynamics–function relationships associated with ET processes. Still, many facets of
ET processes remain poorly understood, in particular the role of noncovalent interac-
tions. Work on proteins served to establish that specific H-bonding interactions are crit-
ical in achieving long-range D–A electronic coupling [117–119]. Furthermore, studies
on model systems revealed that the electronic coupling for ET through H-bonds may be
larger than that for comparable processes, mediated by either s- or p-bonding networks
[120]. Here, we review a first study that combines time-resolved X-band (9.5 GHz, 0.34
T) and W-band (95 GHz, 3.4 T) EPR of a photoexcitedWatson–Crick base-paired D–A
complex [91]. It demonstrates how the critical supramolecular geometry and the ET
pathways are stabilized by multiple H-bonding interactions. TREPR Experiments at
high Zeeman fields, with significantly improved spectral and time resolution, allow us
to directly identify the partners of the charge-separated radical pair generated by selec-
tive light excitation and to determine unambiguously the genesis of the spin-correlated
coupled radical pair in the ETreaction. In the reviewed study, the focus is on X- and W-
band TREPR experiments on the base-paired system shown in Fig. 13. It consists of a
guanine-functionalized porphyrinatozinc ([ZnP]) linked to a cytosine-functionalized
dinitrobenzene (DN) via noncovalent base-pairing interactions {[ZnP] · · ·DN} [90]. A
mixture of [ZnP] and DN was dissolved (5 ·10�4

M) in the liquid crystal E7 (Merck,
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UK) and the solution transferred into a thin-walled quartz capillary and flushed with
Ar. Selective pulsed laser excitation (532 nm, 2 mJ, 5 ns) of the porphyrin part in
{[ZnP] · · ·DN} results in long-range triplet-initiated ET to the dinitrobenzene, ca. 18
U apart, in the nematic phase of the LC [90] [115]. The transient paramagnetic species
in Eq. 16 are TREPR detected in their absorption (A) or emission (E) modes shortly
(nanoseconds to microseconds) after the laser pulse to detect them in their spin-polar-
ized states. Fig. 14,a shows the X-band TREPR broad and narrow spin-polarized sig-
nals, which are ascribed to 3*[ZnP] and to the RP 3{[ZnP]C+ · · ·DNC�}, respectively
[90]. The narrow derivative-like AE signal (Fig. 14,b) is assigned to a weakly coupled
but still spin-correlated RP, originating from photoinduced triplet-initiated ET, (Eq.
16). This assignment is based on CCRP theory of a weakly coupled RP [40] [121],
see above. For small values of zero-field splitting D and of exchange parameters J, as
compared to the RPBs EPR linewidth, a derivative-like signal is predicted for X-band
EPR whose phase pattern, absorption or emission, should depend on the molecular ori-
entation of the RP with respect to the magnetic field. Indeed, when changing the direc-
tion of the LC axis and, thereby, the RP molecular orientation by p/2, it is observed that
the phase pattern changes from AE to EA, which is typical for the CCRP case. Such
findings are in contrast to the strongly coupled triplet RP case with relatively large
jDj and jJj values [39] [40].

f½ZnP� 	 	 	DNg hv!f�½ZnP� 	 	 	DNg ISC!f3�½ZnP� 	 	 	DNg ET! 3f�½ZnP�Cþ 	 	 	DNC�g (16)

The X-band EPR method for differentiating between weak and strong exchange
coupling is, admittedly, rather ambiguous and asks for an independent, more direct
high-field TREPR confirmation. Also, the question remained open whether the deriv-
ative-like line consists of contributions from both radicals of the pair or from only one.
To identify the partners of the RP and their interactions and clarify the origin of the
narrow spin-polarized signal, W-band high-field EPR experiments (10-ns time resolu-

Fig. 13. Watson–Crick-type base-paired porphyrin-dinitrobenzene complex
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tion) were carried out [91]. Fig. 14,c shows the spin-polarized RP W-band spectrum
with two resolved AE features. In fact, for a weakly coupled RP in disordered samples,
CCRP theory [40] [121] predicts, as for the general case, a pair of derivative-like lines.
The line separation is field-dependent and, at a given B0 field, is determined by the dif-
ference in g factors of the two radicals in the CCRP, while the splitting of the antiphase
components of the individual derivative-like lines is defined by the dipolar and
exchange interactions. The isotropic g factors of [ZnP]C+ and DNC� are
2.0025�0.0003 [122] and 2.0049�0.0003 [123], respectively. At X-band, their Dg cor-
responds to a line separation of 0.42 mT that remains unresolved because of the larger
dipolar coupling (jDj=0.47 mT for {[ZnP]C+···DNC�}) and larger inhomogeneous line-
widths [90]. At W-band, however, for a weakly coupled CCRP such as the present
one, it is expected that two well-resolved AE lines, separated by 4.2 mT, would be

Fig. 14. a) X-Band AE TREPR spectra of {3[ZnP]···DN} and the superimposed RP 3{[ZnP]C+···DNC�}
(narrow signal), taken in the nematic phase of the liquid crystal E7 at 298 K, 450 ns after the laser
pulse [90]. b) Expanded X-band TREPR spectrum of the RP [90]. c) W-Band TREPR spectrum of

the RP, taken 250 ns after the laser pulse at 280 K in E7 [91].
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observed. For a strongly coupled triplet pair, on the other hand, only one line would be
expected, even at high field. As can be seen from Fig. 14,c, a weakly coupled RP spec-
trum with two separated AE features of both radicals is indeed observed for the base-
paired ensemble studied. This confirms that light-induced ET proceeds in the steps
postulated by Eqn. 16. Fig. 15 depicts the time evolution of the W-band TREPR spec-
tra. At early times after the laser pulse, two derivative-like AE lines are observed cen-
tered around 2.0052�0.0001 and 2.0025�0.0001. This is in close agreement with the
literature values cited above and exactly what CCRP theory predicts for a weakly cou-
pled {[ZnP]C+···DNC�} radical pair: The low-field AE line corresponds to the spin-polar-
ized spectrum of DNC�, and the high-field AE line to the spin-polarized spectrum of
[ZnP]C+. The different signal amplitudes are due to different linewidths of the two rad-
icals. The larger linewidth of DNC� is caused by its larger g anisotropy, reflecting the ori-
entational distribution of this guest molecule in the liquid crystal. At sufficiently long

Fig. 15. W-Band EPR time evolution of the spin-polarized radical-pair spectra at different delay times
after the laser pulse (280 K, in E7). The different g factors are indicated [91].
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times after the laser pulse, the AE lines turn into features characteristic of an absorp-
tion spectrum (Fig. 15). This time evolution is ascribed to the CCRP undergoing relax-
ation to a state of thermal equilibrium, with a spin–lattice relaxation time T1 of ca. 100
ns. This relaxation, therefore, competes with the building-up of the TREPR spectrum
with an ET time constant of ca. 50 ns. This means that back ET must be slower than
several microseconds. To summarize: The reviewed study [91] has demonstrated that
high-field time-resolved EPR opens a new direction in straightforward elucidation of
complex photochemical ET reactions, where different paramagnetic states and species
are involved. This conclusion applies not only to base-paired donor–acceptor supra-
molecular ensembles as described here but also to the large ET proteins, such as photo-
synthetic reaction centers [96] [124] and their covalently linked D–A model systems
[102].

4.3. 95-GHz EPR on the Spin-Correlated Radical Pair PCþ865QC�A in Bacterial Photo-
synthesis. Photosynthesis is the process that enables life on Earth by converting the
energy of sunlight into electrochemical energy needed by higher organisms for synthe-
sis, growth, and replication. The so-called primary processes of photosynthesis are those
in which the incoming light quanta have initiated electron-transfer reactions between
protein-bound donor and acceptor pigments across the cytoplasmic membrane. The
successive charge-separating ET steps between the various redox partners in the trans-
membrane reaction center protein complex have very different reaction rates, kET. The
lifetimes, t1/2= (kET)

�1, of the transient charge-separated states range from less than 1 ps
for neighboring D–A pigments to more than 1 ms for large D–A separations on oppo-
site sides of the membrane (ca. 40 U). The cascade of charge-separating ET steps of pri-
mary photosynthesis competes extremely favorable with wasteful charge-recombina-
tion ET steps, thereby providing almost 100% quantum yield. The largest impact of
photosynthesis on life on Earth is due to green plants and certain algae in whose
RCs a reversible ET photocycle occurs for which water serves as electron donor. Car-
bon dioxide is fixed in the form of carbohydrates, and oxygen gas is released as a by-
product thereby stabilizing the composition of the EarthBs atmosphere.

Three billion years before green plants evolved, photosynthetic energy conversion
could be achieved by certain bacteria, for instance the purple bacterium Rhodobacter
(Rb.) sphaeroides. These early photosynthetic organisms are simple, one-cellular pro-
tein-bound donor–acceptor complexes that contain only one RC for light-induced
charge separation. They cannot split H2O, but can reduce CO2 to carbohydrates with
the help of sunlight and bacteriochlorophylls and quinones as biocatalysts.

In Fig. 16, the structural arrangement of the RC of Rb. sphaeroides is shown accord-
ing to high-resolution X-ray structures [125–128]. The cofactors are embedded in the
L, M, H protein domains forming two ET branches, A and B. The RC of the carotenoid-
less strain R26 of Rb. sphaeroides contains nine cofactors: the primary donor P865 Aspe-
cial pairB (a bacteriochlorophyll a (BChl) dimer), two accessory BChls (BA, BB), two
bacteriopheophytins a (BPhe: HA, HB), two ubiquinones (QA, QB), one non-heme
iron (Fe2+).

As a dominantmotif in the evolution of photosynthetic bacteria, an approximate C2

symmetry of the cofactor arrangement prevails in the RC. It is intriguing that, despite
the apparent two-fold local symmetry of the cofactor arrangement, the primary ET
pathway is one-sided along the A branch, as indicated by the arrows in Fig. 16. The ori-
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gin of this AunidirectionalityB of bacterial ET is not fully understood despite the numer-
ous elaborate studies, both experimentally and theoretically, performed over the last
decades. It is, however, clear by now that the ET pathway is largely due to the finely
tuned energetics and electronic couplings of the primary donor and the intermediary
acceptors (for further reading, see reviews [38] [85] [129]).

In the following, we review pulsed W-band high-field electron-spin-echo (ESE)
experiments on the laser-pulse-generated short-lived PCþ865QC�A radical pair in frozen
RC solution of Rb. sphaeroides [96]. These experiments were performed with the

Fig. 16. X-Ray structural model of RC from Rb. sphaeriodes [125] with three protein functional subunits
(L,M,H) and cofactors P865, B, H, Q, and Fe. Light-induced electron transfer proceeds exclusively
along the A branch of the cofactors despite the approximate C2 symmetry of the cofactor arrange-

ment. The ET time constants of the charge separation steps are indicated. For details, see text.
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aim to determine, via spin-polarization effects, the three-dimensional structure of the
charge-separated donor–acceptor system. This excited-state structure might differ
from the ground-state structure and, indeed, upon illumination of RC crystals of Rb.
sphaeroides, drastic changes have been observed in the X-ray structure of the secondary
quinone (QB) binding site in comparison with the dark-adapted X-ray structure [125].

Fig. 17. Schematic representation of the relative orientation of the g tensors and dipolar axis zd of the
transient radical pair PCþ865 QC�A in deuterated frozen RC solution from Rb. sphaeroides. The spin-polar-
ized EPR spectra are recorded at various settings of mw frequency and Zeeman field. A and E stand

for absorption and emission, respectively. For details, see [96].
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The high-field EPR spectra were recorded by using the field-swept two-pulse ESE tech-
nique. To avoid fast spin relaxation of the QC�A , the non-heme Fe2+ ion was replaced by
Zn2+. The charge-separated radical pairs PCþ865QC�A were generated by 10-ns laser flashes.
Their time-resolved EPR spectrum is strongly electron-spin polarized because the tran-
sient RPs are suddenly born in a spin-correlated non-eigenstate of the spin Hamiltonian
with pure singlet character. Such spin-polarized spectra with lines in enhanced absorp-
tion and emission (see Fig. 17) originate from the CCRP mechanism described in the
previous sections. They contain important structural information of magnitude and ori-
entation of the g tensors of the two radical partners, PCþ865 and QC�A , with respect to each
other and to the dipolar axis zd connecting the two radicals (see Fig. 17). Several param-
eters critically determine the lineshape of the CCRP polarization pattern, such as the
principal values and orientations of the g and electron dipolar-coupling tensors, the
exchange coupling J, and the inhomogeneous linewidths of both radicals [96]. From ear-
lier time-resolved EPR measurements on PCþ865QC�A at X-band (9.5 GHz), K-band (24
GHz), and Q-band (35 GHz), g tensor orientations could not be extracted unambigu-
ously from spectra simulations (for ref., see [130]). This was mainly because of strongly
overlapping lines, even when deuterated samples were used to reduce hyperfine contri-
butions. In the pulsed W-band ESE experiments, however, the Zeeman field is strong
enough to largely separate the spectral contributions from PCþ865 and QC�A . Thus, the over-
all spectrum is dominated by the characteristics of the two g tensors, and its interpre-
tation is simplified. It allows for an unambiguous analysis of the tensor orientations.
The most important result of this high-field ESE study is that, within an error margin
of �0.3 U, no light-induced structural changes of the QC�A site with respect to PCþ865 occur,
as compared to the ground-state configuration P865ACHTUNGTRENNUNGQA. This finding is in accordance
with recent results from various other studies, including X-ray crystallography [125],
and contrasts with the QC�B situation.

We conclude that by time-resolved high-field EPR, such as pulsed ESE experi-
ments, on spin-correlated coupled radical pairs, a detailed picture of the electronic
structure and spin dynamics of the ET partners can be obtained. Moreover, ET-induced
structural changes in the relative orientation of donor and acceptor can be detected
with high precision, even for disordered samples. Such information is important for a
deeper understanding of the ET characteristics of charge-separation and charge-
recombination processes on the molecular level. The charge-separated RP state repre-
sents the initial state for ETrecombination, i.e., it is one of the important working states
of the photocycle in the photosynthetic RC.

5. Conclusions. – In this overview, it is shown that modern multifrequency EPR
spectroscopy, in particular at high magnetic fields, provides detailed information
about structure, dynamics, and spin chemistry of transient radicals and radical pairs
occurring in photochemical reactions in liquid solution as well as in light-induced elec-
tron-transfer processes in biomimetic donor–acceptor model systems in frozen solution
and liquid crystals and in natural photosynthetic-reaction-center protein complexes.
The transient paramagnetic states detected after photoinitiation of the reaction often
show characteristic electron-polarization (CIDEP) effects which not only contain val-
uable information about structure and dynamics of the transient reaction intermedi-
ates, but can also be exploited for signal enhancement. The cw or pulsed versions of
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time-resolved high-field EPR spectroscopy are compared with respect to their advan-
tages and limitations for the specific system under study, and examples for cw transient
EPR (TREPR) and pulsed-electron spin echo (ESE) experiments at FU Berlin are pre-
sented.

For instance, W-band (95 GHz) TREPR spectroscopy in conjunction with a contin-
uous-flow system for light-generated short-lived transient radicals of organic photoini-
tiators in solution was performed. The high time resolution of W-band EPR of 10 ns
combined with the high detection sensitivity allows one to record even weak transient
signals on a much shorter time scale than conventional X-band EPR can provide (100
ns). The increased Boltzmann polarization at high fields even allows detection of tran-
sient radicals without CIDEP effects. This enables one to determine initial radical-
polarization contributions as well as radical addition reaction constants.

Another example of the power of combined X-band and W-band TREPR spectro-
scopy is given for the complex electron-transfer and spin dynamics of covalently linked
porphyrin–quinone as well as Watson–Crick base-paired porphyrin–dinitrobenzene
donor–acceptor biomimetic model systems. Furthermore, W-band ESE experiments
on the spin-correlated coupled radical pair PCþ865QC�A in reaction centers of the purple
photosynthetic bacterium Rb. sphaeroides reveal details of distance and orientation
of the pair partners in their charge-separated transient state in comparison with the
ground-state P865 ACHTUNGTRENNUNGQA. The high orientation selectivity of high-field EPR provides sin-
gle-crystal like information even from disordered frozen-solution samples.

Below, some summarizing conclusions are given with emphasis on biological sam-
ples: 1. Many organic cofactors in proteins have only small g anisotropies and, there-
fore, require much higher magnetic fields than available in X-band EPR to resolve
the canonical g tensor orientations in their powder spectra. Thereby, even on disor-
dered samples, orientation-selective H-bonding and polar interactions in the protein
binding sites can be traced.

2. In electron-transfer processes, often several organic radical species are generated
as transient intermediates. To distinguish them by the small differences in their g factor
and hyperfine interactions, high Zeeman fields are required and, hence, high-frequency
EPR becomes the method of choice.

3. Often high-purity protein samples can be prepared only in minute quantities, for
example site-directed mutants or isotopically labelled cofactors. Accordingly, to study
them by EPR, very high detection sensitivity is needed, which often can be accom-
plished only by dedicated high-field/high-frequency spectrometers.

4. High-field/high-frequency cw EPR generally provides, by lineshape analysis,
shorter time windows down into the picosecond range for studying correlation times
and fluctuating local fields over a wide temperature range. They are associated with
characteristic dynamic processes, such as protein and cofactor motion.

5. Pulsed high-field/high-frequency EPR as, for example, two-dimensional field-
swept ESE spectroscopy, provides real-time access to specific cofactor and/or protein
motions on the nanosecond time scale. Motional anisotropy can be resolved which is
governed by anisotropic interactions, such as H-bonding along specific molecular
axes within the binding site.

6. High-field EPR adds substantially to the capability of AclassicalB spectroscopic
and diffraction techniques for determining structure–dynamics–function relations of
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biosystems, since transient intermediates can be observed in real time in their working
states on biologically relevant time scales.

Over the years, numerous co-workers and cooperation partners from many parts of the world have
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references cited. Financial support by the Deutsche Forschungsgemeinschaft (DFG priority program
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